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Abstract 

Haruna Isah 

Social Data Mining for Crime Intelligence: Contributions to Social Data Quality 
Assessment and Prediction Methods 

Keywords: Social networks analysis, data mining, social network data quality, 
digital crime intelligence 

 

With the advancement of the Internet and related technologies, many traditional 

crimes have made the leap to digital environments. The successes of data mining 

in a wide variety of disciplines have given birth to crime analysis. Traditional crime 

analysis is mainly focused on understanding crime patterns, however, it is 

unsuitable for identifying and monitoring emerging crimes. The true nature of 

crime remains buried in unstructured content that represents the hidden story 

behind the data. User feedback leaves valuable traces that can be utilised to 

measure the quality of various aspects of products or services and can also be 

used to detect, infer, or predict crimes. Like any application of data mining, the 

data must be of a high quality standard in order to avoid erroneous conclusions. 

This thesis presents a methodology and practical experiments towards 

discovering whether (i) user feedback can be harnessed and processed for crime 

intelligence, (ii) criminal associations, structures, and roles can be inferred among 

entities involved in a crime, and (iii) methods and standards can be developed for 

measuring, predicting, and comparing the quality level of social data instances 

and samples. It contributes to the theory, design and development of a novel 

framework for crime intelligence and algorithm for the estimation of social data 

quality by innovatively adapting the methods of monitoring water contaminants. 

Several experiments were conducted and the results obtained revealed the 

significance of this study in mining social data for crime intelligence and in 

developing social data quality filters and decision support systems.   
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Chapter One: Introduction 

The invention and openness of the Internet, the World Wide Web (WWW), and 

online social networks have changed our society both positively and negatively. 

In the positive dimension, for instance, information is now instant and more 

accessible, people can now share their opinions, experiences, and concerns 

about virtually everything online and global business transactions are now 

effectively and efficiently conducted through online electronic mediums. The 

explosion of user generated content on the Internet, the increase in computing 

power, and advances in artificial intelligence have turned social data mining into 

a thriving field and crucial commercial domain (Nathan and Richard, 2014). The 

negative dimensions, mainly fuelled as a result of internet’s seamless 

accessibility (Scrivens et al., 2017), anonymity and pseudonymity include fraud, 

online abuse and anti-social behaviour, spread of misinformation and 

communication hijacking, spread of malicious URLs, artificial grassroots 

campaigns (Astroturfing), manipulation of search engines (Kyumin et al., 2014) 

and other uses of the Internet for exploitative and malicious purposes. Both 

dimensions can bring out the best or the worse in people, but most importantly, 

they create conditions for remarkable innovation, creativity and invention 

(Bartlett, 2015).  

 Crimes and fraud are increasingly becoming digital in nature, occurring in 

vast volumes and at real-time velocity (Mena, 2011). With the advent of e-

commerce, digital currency, and online banking technologies, many traditional or 

physical-world crimes have taken a new turn into developing an online presence 

(Soska and Christin, 2015). Let’s consider a typical crime such as the online 

advertisement and sale of illicit pharmaceuticals, which is of specific interest to 

this thesis. Imagine a scenario where a first time buyer searching for a medical 

product to buy online; with the growing number of Internet pharmacies, where 

can the buyer start? How can one verify whether a website or a product being 
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advertised or displayed online for sale is fake or genuine? How can one find out 

if the owner of an online marketplace is a benign or a deceptive user? Can we 

identify, characterise, and infer relationships among key actors and other entities 

involved in a digital crime? Counterfeit crime is a huge problem plaguing the 

pharmaceutical industry globally. According to the Federal Bureau of 

Investigation (FBI), the World Health Organization (WHO) estimates that at least 

10 percent of medications sold around the world are counterfeits as such creating 

an illegal market worth more than $200 billion annually (Congdon, 2015). 

According to the INTERPOL, the increasing prevalence of counterfeit and illicit 

goods has been compounded by the rise in Internet trade, where medications 

can be bought easily, cheaply and without a prescription. Fig. 1.1 for example, is 

a one week (18-25th August 2017) Google Trends1 chart for “counterfeit drugs” 

search, on exploring the chart, one will notice a peak of 100 search frequency on 

22nd August 2017 at 11:00 AM, this indeed calls for attention as to the location 

and any other factor that might have led to the high interest in the term. 

 

Fig. 1.1. One week Google Trends for “counterfeit drugs” search  

Further exploration of the chart within this period by region revealed that the top 

countries where the search originated and the frequency are: the United Kingdom 

(100); United States (32); India (26), and Egypt (23). The rise in counterfeit drug 

                                            
1 https://trends.google.co.uk/trends/ 
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search interest in the US and UK may be connected to recent seizure2 and 

sentencing of those involved in the distribution of fake pills containing Fentanyl3 

which killed two people in Pennsylvania. Such news may generate discussions 

and will encourage many others to publicly share related experiences leading to 

social data that can be analysed in order to mitigate future crime occurrences. It 

is in that regard that term “crime intelligence” became relevant to this work; crime 

intelligence in the context of this research is the compilation, analysis, and/or 

dissemination of information in an effort to anticipate, prevent, or monitor criminal 

activity (UNODC, 2011). 

 Narrowing down to the pharmaceutical domain, the INTERPOL reported 

that perpetrators of pharmaceutical crime operate across national borders in 

range of activities that include the import, export, manufacture, sale, and 

distribution of counterfeit and illicit medicines and are attracted by huge profit 

potential. These criminals have also learnt to organise themselves into 

specialised chains of commands and responsibilities, sometimes in the deep 

Web, learning from, and using one another’s skills and capabilities (Ball, 2013). 

For example, Silk Road (Christin, 2013) and Evolution (Compton, 2015) operated 

internationally as a Tor hidden service and used Bitcoin as their exchange 

currency. The commonly traded products on these and many darknet markets 

include counterfeit DVDs, data, bank account and card details, fake 

subscriptions, counterfeit money, fake vouchers, cannabis, and prescription 

drugs. These therefore become necessary for organisations and agencies such 

as the World Health Organization (WHO), Partnership for Safe Medicines, Center 

for Safe Internet Pharmacies (CSIP), Permanent Forum on International 

Pharmaceutical Crime (PFIPC), Pharmaceutical Security Institute (PSI), Institute 

of research against counterfeiting medicines (IRACM), United Nations Office on 

Drugs and Crime (UNODC), and many similar organisations that are involved in 

the field to plan and coordinate operations in order to disrupt these transnational 

criminal networks. Despite all these efforts, pharmaceutical crime continues to 

                                            
2 http://www.safemedicines.org/2017/08/30000-counterfeit-pills-containing-fentanyl-seized-
in-arizona.html  
3 http://www.safemedicines.org/2017/08/fake-pills-containing-fentanyl-kill-two-in-pa-seller-
sentenced-to-18-years.html  
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thrive, hence the need for law enforcement and anti-counterfeiting agencies to do 

better product counterfeit prediction and prevention. 

Counterfeit goods are products such as designer clothes, accessories, electricals 

or cosmetics that are fake but sold as authentic. This definition is according to 

the Action Fraud, the UK’s national reporting centre for fraud and cybercrime. 

Counterfeits at one time were largely restricted to products such as watches, 

designer apparel, and movies; today counterfeiting is a major problem in 

pharmaceutical, automotive, and software industry (Berman, 2008). 

Pharmaceutical products which are produced and sold with the intent to 

deceptively represent its origin, authenticity or effectiveness are generally 

referred to as counterfeit medications (Wertheimer and Wang, 2012). According 

to the WHO, a counterfeit medicine is one which is deliberately and fraudulently 

mislabelled with respect to identity and/or source. The pharmaceutical counterfeit 

market is particularly intricate with its complexity enhanced by use of the Internet 

for online pharmacies. The effects of product counterfeiting include decline in 

long-term sales and damage in brand reputation faced by the affected firms, 

losses in employment, losses in income and sales tax revenues, expenses 

associated with increased trade deficits as well as the costs of detecting and 

controlling counterfeiting activity, and for medical and pharmaceutical products, 

effects include drug resistance, public health and safety issues which may lead 

to death (Dégardin et al., 2014). 

 Until recently, most product counterfeiting and other digital crime detection 

strategies are mostly reactive and incident specific solutions that are not suitable 

for spotting new and emerging crime techniques. These solutions in most cases 

may be the result of analytical test in the laboratory, reported cases or known 

threats, targeted government and industry market surveillance or law 

enforcement raids and seizures such as the operations of the Medicines Quality 

Monitoring (MQM) programs of the USP in collaboration with the Promoting the 

Quality of Medicines (PQM) program that led to the pharmaceutical quality data 

called Medicines Quality Database (MQDB) and Poor-Quality Medicines ALERT 

described in (Krech et al., 2014) as well as the operations of international crime 
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control agencies such as INTERPOL4 and Partnership for Safe Medicines5. To 

be able to tackle future crime occurrence, law enforcement and anti-

counterfeiting agencies need to do better product counterfeit prediction and 

prevention. These agencies should be proactive in preventing consumers from 

suffering sustained effects of counterfeit products and services; this is why 

developing models that can describe, measure, and assign probabilities of why 

certain products or services may be counterfeited in space and time and finding 

focal points for most effective use of these agencies resources are very important 

scientific and practical problems. 

 There are many other strategies that have been developed for mitigating 

product counterfeiting, these include developing early warning signals, budgeting 

to monitor, deter, and remove counterfeits, the use of demand-side strategies 

such as authentication technology, and the use of supply-side strategies such as 

website monitoring (Berman, 2008). The study in (Abbasi et al., 2010) proposed 

and applied statistical metrics for distinguishing between fake and genuine online 

pharmacy website. Automated crime analysis and prediction using data mining, 

network analysis, and machine learning techniques on historic crime data can 

complement the reactive and incident solutions.  

 Data mining involves the systematic analysis of large datasets in order to 

(dis)prove existing hypotheses or ideas or to discover new or previously unknown 

(but valuable) information using machine learning methods (McCue, 2014). 

Network analysis which involves the representation and analysis of relationships 

or information flow between individuals, groups, organisations or other entities 

(Samatova et al., 2013) finds application in the process of understanding and 

mapping of associations between entities involved in a crime, for example it 

attempts to explore where and when certain crimes occurred, the methods used, 

types of property, people, or vehicles involved. Machine learning is a branch of 

artificial intelligence that employ pattern recognition techniques in the analyses 

of vast amounts of data in order to predict some behaviour such as criminal intent 

and activity (Mena, 2011). The field of machine learning seeks to learn from 

                                            
4 https://www.interpol.int/Crime-areas/Pharmaceutical-crime/Operations 
5 http://www.safemedicines.org/ 
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historical activities in order to predict future criminal behaviours; these can be, for 

example, burglaries, money laundering, or intrusion attacks. This study posits 

that the process of surveillance and regulation of the advertisement, import, 

export, and sales of counterfeit products and other related crimes can also be 

enhanced through the observation and analysis of publicly available counterfeit 

and other crime related data. This is the fundamental goal of this research, to 

harness, track, observe and measure relevant online reported views, 

experiences, and opinions of pharmaceutical and other related product users for 

predictive anti-counterfeiting. 

 An important task associated with the analysis of crime and intelligence 

information is the knowledge of data which is the lifeblood of the analytical 

community. Regardless of how perfect a dataset might seem to be, it almost 

always has some shortcomings (McCue, 2014). Generally, data can be said to 

have a quality problem if it doesn’t mean what you think it is or does not do what 

should do. For instance, the dataset may contain many tables with unknown 

properties, it may also contain detriments such as typos, multiple formats, missing 

values, or it may lack metadata (Dasu and Johnson, 2003). The challenge is 

enormous in user generated or natural language text data especially those 

obtained from social media. The shortcomings in text data include irrelevant and 

gibberish post and comments by spammers, fake and bogus reviews, use 

colloquial forms of language, intentional misspellings (Agarwal and Yiliyasi, 

2010). These issues or shortcomings in data can adversely affect the 

performance of machine learning algorithms (Sessions and Valtorta, 2006) and 

crime analysis results and include concepts such as reliability, validity, and 

timeliness. According to (Zafarani et al., 2014), distortion, outliers, missing 

values, and duplicates are quality issues that need to be looked into when 

preparing data for use in data mining algorithms. Recently, we are beginning to 

witness the emergence of malevolent bots and fake accounts increasingly being 

created to manipulate or influence internet conversations (Oentaryo et al., 2016) 
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and for promoting lies6, misinformation and propaganda by governments and 

individuals.  

 Poor quality data can skew analytic results and raises serious concerns 

regarding the accuracy of crime related natural language processing results. Poor 

quality data can lead to incorrect search and analytic results, loss of revenue, and 

scepticism towards the data publisher; usually, different uses of the same data 

needs to be viewed from different quality aspects (Debattista, 2017). The authors 

of (Zafarani et al., 2014) illustrate these quality issues in an experiment that 

measures the average number of followers of users on Twitter. They claim that 

celebrity accounts with many followers in such experiments can be considered 

as outliers; such accounts can easily distort the average number of followers per 

individuals and other analysis based on the obtained result. Missing values in 

user profiling and prediction tasks include accounts with no personal information 

such as age, location, or hobbies while duplicates are multiple instances of social 

data instances (blog posts, tweets, or profiles) with the exact same feature 

values. These issues require special considerations and handling before carrying 

out analysis. For example, there is the need to identify or detect data related 

issues that can affect data mining results and there is also the need for methods 

that can be used to measure, rank, or predict the level and analytical effects of 

these issues and how they can be mitigated, there is also the need to ensure that 

user privacies are preserved, and finally, there is the need for a minimum 

expected quality requirement and established standards that all analytic data 

sources must meet.  

 Crime intelligence, therefore requires data to be of good quality level. This 

thesis is, therefore, centred on the following two major concerns, (1) the need for 

automated methods and tools for pharmaceutical and related crime prediction, 

and (2) the need to measure and ensure that the crime prediction data is of the 

suitable quality level. To be able to ensure that user privacy are preserved, the 

names of users and organisation are either randomly coded or anonymised 

throughout this research. 

                                            
6 https://www.theguardian.com/technology/2017/jun/19/social-media-proganda-
manipulating-public-opinion-bots-accounts-facebook-twitter 
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1.1. Research Motivation 

This research is funded by the Commonwealth Scholarship Commission (CSC) 

in the United Kingdom. The CSC believes that a PhD without any development 

impact is a complete disconnect, hence apart from the aspiration to discover and 

learn new things, one of the fundamental motivation for conducting this research 

is to contribute to the attainment of the Millennium Development Goals (MDGs) 

established following the Millennium Summit of the United Nations in 2000. Goal 

6 of the MDGs is “to combat HIV/AIDS, malaria, and other diseases” while Goal 

8 is “to develop a global partnership for development”. Target E of Goal 8 is aimed 

at providing access to affordable essential drugs in developing countries in 

cooperation with pharmaceutical companies while Target F of Goal 8 is to make 

available the benefits of new technologies, especially information and 

communications in cooperation with the private sector. These goals and targets 

cannot be achieved until when pharmaceutical and related crimes are mitigated 

to the barest minimum or when only medications that meet required quality 

standards are supplied to those who need it.    

 The availability and ease of access to large user feedback data that has 

been left by other customers and the realisation in (McGlohon et al., 2010) and 

(Zhang et al., 2012) that the decision of whether or not to make an online 

purchase is often driven by this feedback were also a great motivation. Product 

users are becoming important stakeholders in product design and evaluation, for 

instance, concerns about adverse events associated with Essure (a popular and 

permanent form of birth control)7 led to the emergence of Essure Problems 

Facebook group8 which currently has over 34,000 members at the time of writing 

this thesis. The increasing number of complaints regarding Essure in that group 

made FDA held a public advisory committee meeting in 2015 to discuss the 

products and the possibility of further risk assessment. This is just one example 

of the power of social media communication. Exploring such data may lead to the 

discovery of valuable entities and associations. 

                                            
7 https://www.wired.com/2015/09/facebook-group-got-fda-reconsider-type-birth-control/ 
8 https://www.facebook.com/groups/Essureproblems/ 
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 Again, the successes of social media sentiment analysis in various 

problem domains especially healthcare as well as the interest by the US Food 

and Drug Administration (FDA) and the Defence Advanced Research Projects 

Agency (DARPA)9 on tracking social media data was another great incentive. The 

FDA considers the rise of social media communication on the Internet as a new 

opportunity to interface with the public with respect to emerging hazard situations 

involving its regulated products, the project goal was to detect adverse events 

and it aimed to achieve this through the following objectives (i) analyses of social 

media including user-generated content such as blogs, forums, message boards, 

wikis and podcasts to provide baselines on consumer sentiment prior to risk 

communication and to depict changes in social media buzz following the risks 

communications, and (ii) surveillance through social media listening for early 

detection of adverse events and food-borne illness. DARPA, however, considers 

social media as the next battleground, its interest is to learn how to mould social 

data to prevent adverse outcomes, it aims to achieve this through the following 

objectives (i) to detect, filter, classify, measure, track, and exploit the formation, 

development and spread of ideas and concepts (memes), as well as the 

purposeful or deceptive messaging and misinformation on social media, (ii) to 

identify participants and intent, and measure effects of persuasion campaigns, 

and (iii) to counter adversary messages and influence operations. We then posit 

that mining social data or user feedback which include ratings, natural language 

reviews, social media feedback, and other forms of user experiences expressed 

online can provide valuable knowledge that can enhance the process of crime 

surveillance.  

 Another major drive for this research is the availability and access to a 

huge quantity of social data. Data is evidence for machine learning forensics, the 

vast amounts of digital data being collected with every credit card swipe, phone 

calls, on social media networks, online chats, e-mail, browser and search history 

can be utilised to combat crime. (Mena, 2011). The explosive growth of social 

data from popular communication and networking platforms such as Facebook, 

Twitter, Instagram and blogging sites also played a major role in the design of 

                                            
9 https://www.darpa.mil/program/social-media-in-strategic-communication 
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this study. Interestingly, most of these platforms now offer Application 

Programming Interfaces (API) for data download. There are also many archived 

datasets from these platforms that can be accessed for research purposes. For 

example, the Northwestern University Centre for Ultra-scale Computing and 

Information Security provide Millions10 of Amazon Reviews, Tweets, and 

Facebook comments for sentiment analysis research and the Tweet dataset 

described in (Kyumin et al., 2011) that was collected as a result of a long-term 

study of content polluters on Twitter. However, there is a need to verify that the 

datasets are indeed what they were claimed to be.  

 Finally, the success of any data mining application depends on the quality 

of the underlying data being analysed (Berndt et al., 2015), this is a fundamental 

motivation for further studies on data quality, which simply refers to the 

assessments of data against defined standards and its fitness for use (Herzog et 

al., 2007). Real-life data is often dirty, i.e. it can be inconsistent, inaccurate, 

incomplete, obsolete and duplicated (Fan, 2015). Unlike structured data sources 

where content is entered and managed by a selected few individuals, social data 

allows anyone to express an opinion on other users’ contributions which often 

lead to the proliferation of low-quality content (Pelleg et al., 2016). These are the 

major motivations for this study. 

1.2. Thesis Statement 

The aim of this study is to apply knowledge discovery techniques for crime 

prediction and to develop novel methods and algorithms for social data quality 

measurement. The objective of this thesis is twofold. Firstly, it is concerned with 

the development of innovative social data mining techniques and frameworks in 

order to improve the understanding, intervention, and policy-making on digital 

crimes (with a specific interest in pharmaceutical crimes). Secondly, it seeks to 

contribute to the theory, design and development of models, algorithms, and 

management frameworks for the measurement and evaluation of social data 

quality. 

                                            
10 http://cucis.ece.northwestern.edu/projects/Social/sentiment_data.html 
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1.3. Scope 

According to Her Majesty's Inspectorate of Constabulary11, digital crimes are (i) 

Internet-facilitated crimes, where the internet and smart devices are used in 

planning and committing traditional crimes such as online abuse and terrorist 

communications (ii) Cyber-enabled crimes, which can be carried out either offline 

or online at an unprecedented scale and speed, examples include fraud, illegal 

drugs or firearms trade, and child sexual exploitation, and (iii) Cyber-dependent 

crimes, which include crimes on computer and information technology 

infrastructure such as the deliberate creation and spread of malware for financial 

gain, hacking and denial of service attacks. Both the Internet-facilitated and 

Cyber-dependent crimes have been the focus of research in both industry and 

academic Cyber Security departments over the years.  

 This study is specifically focused on knowledge discovery for 

understanding and mitigating cyber-enabled crimes which are largely unexplored, 

unlike cyber-dependent and Internet-facilitated crimes which are the main focus 

of most cyber security departments in research institutions. It also identified 

several issues that may affect data analysis results, the major focus here is on 

social data quality and the extent to which data are appropriate for a given 

information or analytic need. 

1.4. Research Questions 

Apart from the law enforcement and regulatory agencies crime incident 

databases, much of the information on criminals and crime victims are found in 

unstructured text in the grey literature (technical reports, white papers and 

preprints), newspapers, social media and blog threads. In most cases, these data 

are massively accessible and can be exploited for crime surveillance. It is in that 

regard that the novel research question (RQ1) was proposed as follows: 

 Research Question 1 (RQ1): can user feedback be harnessed and 

processed for crime intelligence? 

                                            
11 https://www.justiceinspectorates.gov.uk/hmic/publications/real-lives-real-crimes-a-study-
of-digital-crime-and-policing/ 
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Many digital crimes require a high degree of organisation and involve a network 

of humans (such as manufacturers, users, and distributers) and systems (such 

as payment gateways, e-commerce, and delivery or shipping systems). In many 

cases, it is not straight forward to construct an association network among these 

entities, often because data does not exist or is incomplete. Means of uncovering 

hidden networks and key members in a network are required in order to be able 

to disrupt crime associations. This concern then leads to the novel research 

question (RQ2) as follows: 

 Research Question 2 (RQ2): can criminal associations, structures, and 

roles be inferred among entities involved in a crime but not directly 

connected? 

However, the data we are harnessing must be of the required quality standard in 

order to avoid misleading outcomes in achieving the goal of using data from social 

media for crime intelligence. This concern then becomes the consequence of the 

novel research question (RQ3) as follows:  

 Research Question 3 (RQ3): can methods and standards be developed 

for measuring, predicting, and comparing the quality level of social data 

instances and samples? 

Answers to these questions are vital to a range of applications including the 

understanding, intervention, and policy-making on crimes, as well as in the 

development of filters on social data platforms and in establishing social data 

quality standards. 

1.5. Methodology 

The strategy adopted in this thesis involves a mix of exploratory and empirical 

research. Specifically, the methodology follows a similar research process in 

(Leskovec, 2008) which involves observation, model design, and 

algorithm/system development. Throughout this research, social data which 

comprises of user review ratings, natural language text, and networks of 

relationships among entities will be harnessed and processed. Rating, text 

mining, and graph analysis techniques such as Bayesian estimation, topic 

mining, sentiment analysis, and network analysis have been utilised for crime 
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intelligence. Innovative methods of social data quality estimation, ranking, and 

prediction have been proposed and evaluated using real world datasets. The 

overall goal is to discover risk, segment and detect criminal behaviour and intent, 

measure the effect of poor quality social data in analytics and search, and finally 

to push towards the development of social data quality filters and standards. 

1.6. Contributions and Publications 

The contributions of this thesis to the discipline of computing, in the mitigation of 

digital crimes and towards social quality standards include: 

o Novel observations and analysis of user feedback for digital crime 

intelligence.  

o An innovative method for inferring entity relationships in crime data using 

k-partite network representation and projection. 

o Gold standard data and benchmarks for pharmaceutical crime prediction.  

o Novel characterisation of contaminants and their effects on social data 

quality.  

o A framework for the estimation, ranking, comparison, and dynamic 

analysis of social data quality level. 

o Identification of future research directions regarding social data quality 

standards. 

This thesis is based on the summary of the following academic publications as 

well as other new unpublished studies.  

 Social Media Analysis for Product Safety Using Text Mining and 

Sentiment Analysis. In this paper, the utterances of people on social 

media were reported to be a rich or imperfect source of information about 

their state, personalities, relationships, and concerns. The extraction of 

counterfeit related post and comments on social media was carried out 

and existing text mining techniques were utilised to process the data for 

predictive anti-counterfeiting. The experimental analysis output can serve 

as a gold standard training data for pharmaceutical predictive anti-

counterfeiting. The paper presentation was made in August 2014 during 

the 14th UK Workshop on Computational Intelligence (UKCI) held at the 
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University of Bradford. The following are seminars and workshops related 

to this paper: 

o Social Media Analysis for Combating Counterfeit Products. 

This presentation was part of the University of Bradford MPhil to 

PhD progression assessment and it took place in October 2014. 

The presentation demonstrated the application of knowledge 

discovery and data mining methods for enhancing the process of 

surveillance of the advertisement and sale of fake pharmaceutical 

and related products by exploring electronic information on 

counterfeit activities from diverse sources. The main lesson learnt 

was that developing models, algorithms, and systems that can 

describe, measure, and predict why certain products may be 

counterfeited in space and time are very important scientific and 

practical problems. 

o Sentiment Analysis of User-Generated Contents for 

Pharmaceutical Product Safety.  This presentation was made in 

July 2015 during the 3rd edition of the PhD-Summer Course on 

Machine Learning: A Computational Intelligence Approach (MLCI) 

held at the Department of Informatics, Bioengineering, Robotics 

and Systems Engineering, the University of Genoa in 2015. The 

main focus here was to understand the methods of text mining and 

sentiment analysis. The main lesson learnt was that when text 

mining and sentiment analysis techniques are combined in a project 

on social media data, the result is often a powerful descriptive and 

predictive tool. 

o Social Media Mining for Crime Intelligence. This presentation 

was made in November 2016 as part of the School of Electrical 

Engineering and Computer Science research seminar and industry 

talk series. Again, it hypothesised that the utterances of people on 

social media can provide a clue to their state, personalities, 

relationships, and concerns. The presentation focused mainly on 

the techniques for mining social media text data and propose an 

experimental analysis with the goal of learning whether user 

reviews are predictive of pharmaceutical crime.   
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 Bipartite Network Model for Inferring Hidden Ties in Crime Data. This 

paper presents a novel approach for tackling situations where direct 

associations among network entities involved in a crime are of particular 

interest but lacking in the available data. It proposed an innovative method 

of inferring entity relationships by representing the data as a k-partite 

graph of common attributes and then projecting the graph to its unipartite 

components. The model was evaluated using two case studies and results 

obtained revealed hidden ties among criminals that were not obvious in 

the data. The paper presentation was made in August 2015 during the 

IEEE/ACM International Conference on Advances in Social Networks 

Analysis and Mining (ASONAM) held at TELECOM ParisTech in Paris. 

 Measuring the Effect of Social Data Contaminants: This contribution is 

currently being considered for publication in a journal, it featured research 

investigations towards measuring and standardising social data quality. 

The work reported that social data (a goldmine of consumer data) can be 

leveraged by brands in order to get insight into the tastes, preferences and 

purchase intent of their target market and by organisations for opinion 

detection and forecasts. The challenge, however, is that these data are 

being contaminated by bots, unsolicited posts, reviews or comments. The 

problem was casted to be analogous to evaluating the quality of water due 

to many characteristics similar to both social data and water. An innovative 

method for measuring the quality class of social data instances and for the 

dynamic assessment of social data quality over time was then proposed. 

An experimental analysis was carried out and results obtained using five 

different Tweet datasets revealed the significance of the study in 

standardising social data quality benchmarks. This study also opens new 

opportunities for developing quality filters in systems that support search 

operations as well as in the development of social data quality 

management standards similar to those of water quality management.   

1.7. Outline 

The remainder of this thesis is structured into six chapters. Each chapter covers 

one main topic of this thesis and is a self-contained unit that can be read 
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independently from the other chapters. This chapter introduced the problem 

context, it then states the contributions, methodology, and structure of the thesis. 

o Chapter Two. Social Data Content Mining for Crime Intelligence: 

evaluates a text mining framework in a novel application that utilises user 

feedback to describe, measure, and predicts digital crimes. 

o Chapter Three. Social Data Network Mining for Crime Intelligence: 

proposes and evaluates an innovative method for inferring entity 

relationships in crime data using k-partite network representation and 

projection. 

o Chapter Four. Social Data Quality Estimation: proposes a novel 

framework for the characterisation of contaminants and their effects on 

social data quality, as well as the estimation, ranking, comparison, and 

dynamic analysis of social data instance quality level. 

o Chapter Five. Towards Social Data Quality Standard: is a comparative 

analysis and a step towards social data quality standard. It also 

demonstrates the utility of our proposed algorithm for social data sample 

quality estimation in social search. 

o Chapter Six. Conclusions: is a recapitulation of previous chapters and 

suggestion of directions for future research.  
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Chapter Two: Social Data Content 

Mining for Crime Intelligence 

 

2.1. Introduction 

The wide availability of products and services being offered through e-commerce 

platforms necessitates the need to accurately assess and evaluate the quality 

and genuineness of these offers; several research efforts have shown that 

consumer feedback is an important source of information that can be utilised to 

measure the quality of both the content and source of objects of interests such 

as products, restaurants, vendors, movies, music, information technology 

solutions, cloud services, apps, and Web pages (Ranchal et al., 2015). Because 

of their capability at propagating real-time information to a large audience (Li et 

al., 2014b), user interactions on social media platforms also leave valuable traces 

of feedback and opinions that can help in shaping the products and services 

being discussed (Wang et al., 2015). These feedback are in form of numerical 

ratings, review text, and reviews of review, it is an expression of the experiences 

of users and what they feel about the whole or aspect of a product or service 

(Moghaddam and Ester, 2011). Businesses can interact, solicit or extract relevant 

public posts and comments of their customers on their websites, on specialised 

websites, or on social media sites in order to understand their current and 

potential customers' outlook and business decisions. Review of reviews can 

either be in form of rating or review text. Yelp, Pharmacy Reviewer, and 

TripAdvisor are a typical example of specialised feedback sites for local 

businesses, online pharmacies, and travellers respectively. These sites are 

dedicated to gathering and aggregating ratings and reviews for product and 

service quality ranking. We will use the phrase “user feedback” to denote aspect 

ratings, review text, and reviews of review (which can either be as a rating or 

text).  

 The decision to purchase an online product or subscribe to a service is 

currently being influenced by the feedback given by other consumers (Kriti, 2017). 
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Companies use sentiment analysis to develop marketing strategies through the 

assessment and prediction of public attitudes toward their brand (Cambria et al., 

2013).  User feedback plays an important role in decision making (Mukherjee et 

al., 2013b), it is helping potential consumers to evaluate and compare products 

or services (Li et al., 2017). It also aid product and service producers in their 

design evaluations (Li et al., 2014a). The ratings and the text are two of the most 

important items in user feedback (Jindal and Liu, 2008) and comprise an 

important opinion data sources (McAuley et al., 2012), (Fei et al., 2013). The 

aggregation and mining of user feedback can provide early clues about product 

allergies, adverse events, rogue products or vendors, and valuable insights into 

a population (Paul and Dredze, 2011). Product manufacturers need to track 

patients' opinions and experiences regarding their products for decision making 

(Kaiser and Bodendorf, 2012). We can also get an idea of the user’s concerns 

and the item’s features from even a single review (Tan et al., 2016). While a 

numeric rating tells whether a user likes or dislikes an item, the associated review 

is capable of explaining the underlying reasons; we rely on review text to 

understand better how users rate items (Tan et al., 2016).  

 The main goal of this chapter is to answer RQ1 defined in section 1.4 by 

exploring the possibility of inferring the likelihood of criminal activities based on 

user feedback data. We will be adapting some fundamental mathematical and 

data mining techniques for the purpose of representing user feedback as well as 

mining topics, computing sentiment scores, and inferring word relationships. The 

rest of this chapter is organised as follows, section 2.2 is a concise review of 

related literature on user feedback data mining, section 2.3 introduces 

fundamental concepts, definitions, and state of the art models of rating and text 

data representational, section 2.4 showcased rating data aggregation models 

that and demonstrated their utility and limitation in estimating product and service 

quality, section 2.5 introduced topic modelling techniques and demonstrate their 

utility in uncovering hidden themes in natural language text, section 2.6 

introduced sentiment analysis techniques and demonstrate their utility in 

quantifying opinion polarity, affect, emotion, mood, conditional expressions, 

sarcasm, and negation in natural language text, section 2.7 detailed our 

innovative product safety framework for harnessing and processing the views and 
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experiences of consumers of popular brands of drug and cosmetic products 

reported as status updates on social media platforms, section 2.8 presents results 

obtained and lessons learnt through experimental work aimed at measuring the 

true quality of regulated products using aspect rating data as well as on the use 

of textual social data for inferring rogue vendors of pharmaceutical and cosmetic 

products, section 2.9 highlighted issues that can affect the validity of data analysis 

results and recommendations on mitigating same, and finally section 2.10 is the 

chapter conclusion which provides an overview of all objectives met and a pointer 

to our future work. 

2.2. Literature Review 

This section presents an overview of the existing literature regarding the nature 

and state of the art techniques of representing and mining user feedback data. 

With the growing importance of user feedback data, the need for mining themes 

opinions, attitudes, and emotions from the data grow rapidly. This section is 

structured into paragraphs each highlighting our review of the nature of feedback 

data and the applications of Bayesian estimation, topic mining, sentiment 

analysis, and other mathematical techniques in mining feedback data.  

 According to (Moghaddam and Ester, 2011) and (McAuley and Leskovec, 

2013a), feedback data are generally categorised under numerical ratings, review 

text and reviews of review which can either be in form of rating or review text. A 

rating is a set of a numerical or categorical scale designed to elicit subjectivity 

information about a quantitative or a qualitative attribute of an aspect (product, 

organisation, individual, or service). A review text is a subjective evaluation of a 

product or service by their customers using a natural language text. The opinions 

of consumers in forms of post or comment regarding certain products or services 

on social media platforms also constitute a review text. These descriptions agree 

with those of (Yang et al., 2016) which states that a rating is a numeric score 

whereas a review text is a comment with a more detailed description of 

sentiments. In general, a rating indicates whether a user likes or dislikes an item 

while the associated review text explains the reason behind the like or dislike 

(Tan et al., 2016).  
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 Rating aggregation and ranking are the major challenges that naturally 

arise when rating data accumulate. These tasks are usually related and involve 

the aggregation and sorting of rating data such that the highest-rated item 

appears at the top while the lowest-rated item at the bottom. Aggregation is useful 

in ranking the quality of product vendors (McGlohon et al., 2010), in 

recommendation systems (Tan et al., 2016) and other applications that utilise 

preference space measures such as star ratings. Evan Miller have had a look into 

many practical rating aggregation algorithms from the most trivial ones that simply 

compute the difference between the positive and negative ratings to intermediate 

ones such as the lower bound of Wilson score confidence interval in (Miller, 

2009), and then to the more advanced Bayesian methods in (Miller, 2012), 

(Masurel, 2013), (Bengfort, 2014), (Miller, 2014), and (Landy, 2015). Further 

analysis of other ranking functions in practice include the article in (Salihefendic, 

2015a) that highlight how news items on Hacker News are ranked based on three 

criteria (ratings, gravity and time), the related articles in (Miller, 2015a), (Miller, 

2015d) and (Salihefendic, 2015b) that explored how Reddit’s story and comment 

rankings work, the article in (Miller, 2015c) that proposed a model for estimating 

Tweet's quality based on retweeting behaviour and time, and the article in (Miller, 

2015b) which explores how the Splatoon ranking system works in theory. 

 To understand how users evaluate a product or a service, we must 

understand the hidden themes in their textual feedback. Relevant research tasks 

associated with textual reviews include review or opinion summarisation (Hu and 

Liu, 2004), (Nishikawa et al., 2010), recommender system development (Ganu et 

al., 2009), sentiment and emotion analysis (Turney, 2002), (Brody and Elhadad, 

2010), (Liu, 2012), (Kiritchenko et al., 2014), (Liu, 2015), (Fersini et al., 2016),  

fake or deceptive reviewer detection (Lim et al., 2010), (Jindal et al., 2010), 

(Wang et al., 2012a), (Mukherjee et al., 2012), (Fei et al., 2013), (Mukherjee et 

al., 2013a), (Li et al., 2017), review quality analysis (Liu et al., 2007), (Lu et al., 

2010), duplicate and untruthful review detection (Jindal and Liu, 2008), 

(Mukherjee et al., 2013b), (Li et al., 2014a), topic detection (Lin and He, 2009), 

(McAuley and Leskovec, 2013a), (Lim and Buntine, 2014), topic diversion (Wang 

et al., 2015), and user account activity classification (Li et al., 2014b). The 

proliferation of social media platforms has prompted a surge of interest in learning 
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from social data using topic mining and sentiment analysis techniques (Wang et 

al., 2012c). These techniques, especially topic modelling and sentiment analysis 

are useful in feedback data mining and are of special interest to our research. 

 Topic modelling has previously been used for a variety of applications, 

including ad-hoc information retrieval, geographical information retrieval, and the 

analysis of the development of ideas over time in the field of computational 

linguistics (Hornik and Grün, 2011). It provides us with a way to infer the latent 

thematic structure behind a large collection of text documents using a suite of 

algorithms called topic models (Blei, 2013). The output of topic models is useful 

in search and summarisation in large archives of texts as well as in pattern 

discovery in genetic data, images, and social networks (Blei, 2012). While most 

topic models are unsupervised, mostly used to construct features for 

classification, the model in (Mcauliffe and Blei, 2008) is however supervised and 

is suitable for classification task because there is a response variable associated 

with each document. There has been a significant progress in recent years on 

topic modelling technologies in text mining, information retrieval, natural 

language processing, and other related fields (Wang et al., 2013). Popular topic 

modelling methods include Probabilistic Latent Semantic Analysis (PLSA) 

proposed in  (Hofmann, 1999) and Latent Dirichlet Allocation (LDA) proposed in 

(Blei et al., 2003). We will be utilising the implementation of these models in our 

user feedback data explorations. 

 People are now highly opinionated, they hold and express their views 

about everything from international politics to pizza delivery; sentiment analysis 

often referred to as opinion mining, is the field of study that analyses people's 

views, evaluations, attitudes, and emotions expressed in written language 

(Nathan and Richard, 2014). Sentiment analysis aid consumers to know what 

other people think about a product or service and also guide producers to gauge 

public opinion with respect to their products or services. It is also useful to policy 

and decision makers to judge the impact of their policies on a given community 

(Liu, 2015). In (Wang et al., 2012b), (Gerber, 2014), and (Chen et al., 2015) 

tweets were utilised as additional features in criminal activity prediction, the 

authors reported that these models outperformed the versions of the models 

without the Twitter data. The authors also argued that these results are 
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indications that location, timing, and content of tweets are informative with regard 

to future events. In terms of its commercial potential, the study in (Kessler and 

Nicolov, 2015) highlight some typical sentiment analysis potentials in the 

automobile industry. 

 Narrowing down to our targeted domain of pharmaceutical and other 

related crime, the growing number of online users and interactions such as e-

commerce and business transactions which provide fewer direct sensory cues, 

have less immediate gratification, entail more legal uncertainties, and present 

more opportunities for fraud and abuse (Liu et al., 2014). The issue of limited 

resources is constantly putting pressure on law enforcement agencies in fighting 

crime, the use of analytics to both respond to and ward off crime is now more 

critical than ever. According to IBM Crime Insight and Prevention solution white 

report12, crime prediction and prevention analytics help agencies make the best 

use of available resources to monitor, measure and predict crimes and crime 

trends. The report added that the analysis of crime data (such as historical crime 

incidents, profiles, maps and typology) as well as enabling factors (such as 

weather) and trigger events (such as holidays or paydays) can provide insight 

that can help to track criminal activities, to predict the likelihood of incidents, to 

effectively deploy resources and to solve criminal cases faster.  

 Motivated by the state of the art and prospects of crime prediction as well 

as the availability and significance of user feedback data, we aimed to advance 

on these and try something useful, novel and challenging. In the next sections, 

we will provide details of the input representation, mathematical techniques, and 

tools for mining user feedback in order to infer product and service quality, 

uncover themes in review text, compute sentiment scores, infer crimes, and 

investigate data quality issues. We will be laying much emphasis on the domain 

of pharmaceutical crime which is of special interest to us. 

2.3. Social Data Definition and Representation 

Social network and other sites that allow user participation are becoming a useful 

source of information on consumer insights like demographics, preferences, 

                                            
12 ftp://ftp.software.ibm.com/software/data/sw-
library/cognos/pdfs/whitepapers/wp_crime_prediction_and_prevention.pdf 
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sentiments, questions, and expectations. This same information is readable by 

humans, made for human interaction, and can be used by individuals or 

organisations for formulating strategies. The massive amount and speed of this 

information, however, exceeds human processing capacity. This is where 

computers and algorithms come in, we need a means of automatically sifting 

through this large amount of information. Currently, computers do not understand 

natural language communication unless it is transformed into its preferred 

language. Social data is social media that is readable by computers (Reddy, 

2013).  

Definition 2.1. Social Data: is defined as the expression of the computer-

readable format of publicly shared content and metadata from social media 

platforms such as Wikipedia, Disqus, Twitter, Facebook, YouTube, and Tumblr 

(Reddy, 2013). In this study, social data denote a collection of user generated 

contents such as user rating and reviews, Tweets on Twitter, and updates on 

Facebook or Instagram. 

 In machine learning and data mining, effective data representations can 

lead to an improved performance and may unveil some hidden information in a 

dataset (Zhong, 2013). The performance of data mining and machine learning 

methods heavily relies on the choice of data representation (Faruqui, 2016). In 

order to learn and process valuable information, effective techniques are required 

for the extraction and representation of the data. Although beyond the scope of 

this work, there is also the need to evaluate the performance of different data 

representation on the same dataset and how each is affected by quality issues. 

Next, the structures and methods of representation of both rating and review text 

extracted from user feedback data will take the centre stage. 

2.3.1. Representation of Rating Data  

A rating is an intended interpretation of the satisfaction of users of a product or 

services in terms of numerical values (Moghaddam and Ester, 2011). Most review 

websites use ratings in the range from 1 to 5 stars (see TABLE 2.1). The star 

rating is one of the popular measures for product evaluation (Zhang et al., 2012) 

and (Ranchal et al., 2015). There are, however, many variants of rating scales, 

these include unary scale, 5-star scale in half star increments, 3-star rating 
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system, a scale from -3 to +3 or -5 to +5, up/down vote or thumb-up/down, and 

100 points slider.  

TABLE 2.1. Aspect star rating scale, description and value 

Star Rating Description Value 

 Excellent 5.0 

 Above Average 4.0 

 Average 3.0 

 Below Average 2.0 

 Poor 1.0 

 

These rating scales are widely used in online marketplaces such as EBay, Netflix, 

Amazon, IMDb, Apple App store, Google Play store, as well as by news and 

social networks in order to gather user opinions of an entire aspect or aspect 

features. Other rating websites include Epinions, TripAdvisor, Skytrax, Yelp, and 

Pharmacyreviews. A sample of a five star rating scale from Pharmacy Review 

website used for rating five aspects of Online Pharmacies is illustrated in Fig.2.1. 

 

Fig. 2.1. Five star aspect rating scale from Pharmacy Reviewer 

These aspects include the product quality or site reliability, the ease of website 

use, the product(s) price, the customer services, and the speed of delivery. Each 

of these aspects was assigned an importance weighting factor against which the 

overall rating is computed. The extraction of online rating data is often straight 

forward scraping or by using an application programming interface (API). The 

matrix in TABLE 2.2 is a simple representation of a rating data consisting of five 

users and items, it describes values giving for each user-item pair, i.e. a value (in 
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this case stars in the range 1 to 5) that represents the degree of preference of a 

particular user to a given item.  

TABLE 2.2. A simple matrix representation of rating data 

 Item 1 Item 2 Item 3 Items 4 Item 5 

User 1 0 3 0 3 0 

User 2 4 0 0 2 0 

User 3 0 0 3 0 0 

User 4 3 0 4 0 3 

User 5 4 3 0 4 0 

 

The zero’s represent situations where the users have not rated the item. In 

practice, the matrix would be even sparser, with the typical user rating only a tiny 

fraction of all available items (Leskovec et al., 2014). A sparse matrix is a better 

and much more memory-efficient representation of the same information, it only 

retains the information about the non-zero values (see TABLE 2.3). 

 TABLE 2.3. Sparse matrix representation of rating data 

User Index Item Index Rating 

1 2 3 

1 4 3 

2 1 4 

2 4 2 

3 3 3 

4 1 3 

4 3 4 

4 5 3 

5 1 4 

5 2 3 

5 4 4 

 

It is expressed as a coordinate list or vector of (𝑖, 𝑗) pairs, where 𝑖 is a vector of 

row indices and 𝑗 is a vector of column indices. Therefore only the (𝑖, 𝑗) pairs that 

have values are included. Given the vectors for both users and items, one 

commonly performed analysis is to estimate the degree to which a user would 

prefer an item by computing the distance between the user’s and item’s vectors. 

In situations when the data is very large leading and computationally costly, 

dimensionality reduction methods such as Singular Value Decomposition (SVD) 
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are often employed to reduce the matrix by approximation into a product of two 

long and thin matrices (Leskovec et al., 2014).  

 This study focuses on the aggregation of user feedback data in order to 

rank the quality of pharmaceutical vendors, products, and their aspects. An 

efficient R and Python sparse matrix implementations will be utilised to represent 

rating data.   

2.3.2. Representation of Text Data  

Most information that has value in law enforcement and intelligence analysis 

resides in the unstructured or narrative format as text data (McCue, 2014). In this 

study, text data refers to the aggregated natural language evaluation of a product 

or service in textual form. Major sources of text data include social media 

feedback and textual components of user reviews. The extraction of text data is 

usually carried out by scraping the textual content of social media content or user 

review documents or by using an application programming interface (API). A 

sample of review text from Pharmacy Reviewer website is shown in TABLE 2.4. 

Here we only showed the title and content of the text data, there will be more 

metadata in most cases.  

 Text mining, according to Lexalytics13, is the process of collecting and 

processing high-quality information from unstructured text such as large streams 

of Twitter posts, a collection of scientific papers, or user reviews. Text mining 

holds considerable promise for public safety and security mining and analysis 

(McCue, 2014). The basic objective of text mining can be reduced to the 

extraction and discovery of relevant and valuable information from large volumes 

of natural language text data (Banchs, 2012). Majority of the algorithms that are 

used to catch the underlying information in a text data require the textual input to 

be in the form of vectors rather than strings of plain text. The goal of text 

processing is to convert the many forms in which words can occur in a text 

document into a more consistent representation (Croft et al., 2010). The raw 

review text data has to go through several steps of processing in order to have 

the right abstract representation that can be feed into algorithms. The type and 

nature of representation of a text document determine the kind of mining 

                                            
13 https://www.lexalytics.com 
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algorithms that can be applied to it. Depending on the intended application, there 

are multiple ways of representing text documents, these according to (Zhai, 2017) 

include String representation (for string processing applications), Word 

representation (for word relation analysis, topic analysis, sentiment analysis, 

Syntactic representation (for syntactic graph analysis), Entities and Relational 

representation (for knowledge graph and information network analysis), Logic 

and Predicates representation (for integrated analysis of scattered knowledge 

and logic inference). 

TABLE 2.4. Samples of review text from Pharmacy Reviewer  

Title Review Text 

Reliable, but 
beware 

 

Reliable IOP. Average speed for shipping. Product is just fine. 
Beware though, you will be bombarded with annoying phone 
calls and emails from now to eternity. Don't give them a cell 
phone number or email address that you ever intend to use 
again. They're relentless when it comes to spamming their 
customers. I would never use them for that reason. There are 
other IOP's offering equal or better values that have respect for 
their shoppers. 

Paid never 
got order 

Paid them over a month ago, nothing has arrived. Blaming it one 
the "post office" 

Low prices, 
great quality 
 

Got my stuff within the promised period including bonus pills 
added for being a repeat customer. they saved me a lot of $$ :) 
Buying online has been easier all of a sudden. 

 

Word-based representation is the suitable approach for our study and in general 

for natural language processing. It involves some form of chopping up or 

tokenisation of the text data into smaller features or terms such as characters, 

words, n-grams, and skip grams. The tokens are then usually transformed to 

vectors and matrices for further analysis. A character is simply a unit of 

information in a text such as an alphabet or symbol. In English language, words 

are often separated from each other using whitespaces while n-grams or shingles 

are a set of n words or characters that occur in an ordered sequence in a text. A 

skip gram is a representation of a set of n-grams by a subset of it, for instance 

"review data" is a skip gram in "review text data". Regular expressions, often the 

first model of text processing tasks, are a sequence of string patterns that utilises 

whitespaces and other patterns to capture generalisations in the text (Banchs, 

2012). Regular expressions are used to determine if a string, matches a pattern 
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and to split natural language sentences into individual tokens. Regular 

expressions find application in the extraction of tags, usernames, emails, and 

URL’s from text data. We will describe text representation models by first 

presenting some fundamental observations, properties and regularities governing 

large volumes of text, which are generally referred to as corpus statistics.  

 These techniques and existing implementations of regular expressions 

and text representation models in R and Python will be utilised to extract and 

process tokens from textual user feedback data. 

Properties of text data: despite its apparent randomness, a simple exploration 

of text data in any language will make evident that text sequence is usually 

characterised by a lot of regularities (Banchs, 2012). The following are 

fundamental properties that are implicit in languages: 

 Zipf’s law: the law states that, for any language, if we one plots the 

frequency of words versus their rank for a sufficiently large collection of 

textual data, one will observe a clear trend, which resembles a power law 

distribution. In simple terms, given a set of words or vocabulary of a 

language, the Zipf’s law states that only very few words are responsible 

for the largest proportion of the entire text data while most of the words in 

the vocabulary seldom occur. This means that words in a language do not 

have the same probability of appearing in a given segment of text, some 

have a very large probability of occurrence while other have a very low 

probability.  

o Another interesting characteristic of natural language text, also due 

to Zipf’s law, is that frequently used words in a language are, in 

most cases, the shortest ones.  

 Intermittency or burstiness: this property illustrates the tendency of 

words within a text sequence to repeat themselves following some specific 

patterns that resemble bursts of occurrences (Banchs, 2012). This means 

that vocabulary words are not evenly distributed along text sequences. 

 Word co-occurrence: accounts for the frequency of appearance of a pair 

of words alongside each other in the whole collection’s vocabulary of 

textual data. Word co-occurrence can be computed by disregarding the 
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relative position of the two words in each word pair under consideration or 

by taking into consideration their order or specific locations within the given 

segment of the text. Particularly, co-occurrences are of great utility in 

specific problems such as lexical acquisition, semantic similarity 

estimation, collocation extraction, and in more general areas of study such 

as statistical semantics. Pointwise mutual information (PMI) is a very 

useful concept for assessing the nature of a given word co-occurrence. 

The mutual information of two events measures how much the joint 

probability of such events deviate from what would be expected if they 

were independent and is defined in (Banchs, 2012) as follows: 

𝐼(𝑤𝑎, 𝑤𝑏) = log⁡(
𝑝(𝑤𝑎,𝑤𝑏)

(𝑝(𝑤𝑎)𝑝(𝑤𝑏))
)                           (2.1) 

where 𝑝(𝑤𝑎, 𝑤𝑏) denotes the joint probability for events 𝑤𝑎 and 𝑤𝑏 which 

means the occurrence of words 𝑎 and 𝑏 in a text, and 𝑝(𝑤𝑎) and 𝑝(𝑤𝑏) 

denote the individual probabilities for the same events. If 𝑤𝑎 and 𝑤𝑏 were 

actually independent, their joint probability would be equal to the product 

of the individual probabilities and the value of 𝐼(𝑤𝑎, 𝑤𝑏) would reduce to 

zero; if the 𝑤𝑎 and 𝑤𝑏 are not independent, then either a positive affinity 

effect is observed in which the words tend to co-occur more often than 

expected or a negative affinity also called rejection effect is observed in 

which the two words tend to co-occur less often than expected in the case 

of statistical independence. In such cases, 𝐼(𝑤𝑎, 𝑤𝑏) values would be 

greater or less than zero, respectively.  

Mathematical models of text representation: Here, we are going beyond just 

words to larger conventional units of text such as sentences, paragraphs and 

documents. Common mathematical word representation methods include n-

gram, bag of words, vector space, and latent semantic analysis models. 

 N-gram model: derived from an approximation of the probability of a 

sequence of words, which is based on a Markov property assumption 

which in the context of this work, means that a given word only depends 

on a fixed number of preceding words. Given a unit of text 𝑤 which consist 
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of a sequence of words 𝑤1, 𝑤2, … , 𝑤𝑚. The probability of such a 

sequence as defined in (Banchs, 2012) can be decomposed in the 

following product of probabilities using chain rule: 

𝑝(𝑤) = 𝑝(𝑤1, 𝑤2, … , 𝑤𝑚)                   (2.2a)  

𝑝(𝑤) = 𝑝(𝑤1)𝑝(𝑤2|𝑤1)𝑝(𝑤3|𝑤1, 𝑤2…𝑝(𝑤𝑚|𝑤1, 𝑤2…𝑤𝑚−1))   (2.2b) 

According to the Markov property, n-gram models are defined by 

approximating the conditional probabilities in equation (2.2b) by conditional 

probabilities that only depend on the previous n-1 words in the sequence. In 

this way, n-gram models of order one (1-gram or unigram), order two (2-gram 

or bigram), order three (3-gram or trigram), and so on, were defined in 

(Banchs, 2012) as follows: 

1 − 𝑔𝑟𝑎𝑚:⁡𝑝(𝑤) ≈ 𝑝(𝑤1)𝑝(𝑤2)…𝑝(𝑤𝑚)                    (2.3) 

2 − 𝑔𝑟𝑎𝑚:⁡𝑝(𝑤) ≈ 𝑝(𝑤2|𝑤1)𝑝(𝑤3|𝑤2)𝑝(𝑤4|𝑤3)…𝑝(𝑤𝑚|𝑤𝑚−1) (2.4) 

3 − 𝑔𝑟𝑎𝑚:⁡𝑝(𝑤) ≈ 𝑝(𝑤3|𝑤2, 𝑤1)𝑝(𝑤4|𝑤3, 𝑤2)…𝑝(𝑤𝑚|𝑤𝑚−1, 𝑤𝑚−2) 

(2.5) 

𝑛 − 𝑔𝑟𝑎𝑚: 𝑝(𝑤) ≈ ∏ 𝑝(𝑤𝑖|𝑤𝑖−1, 𝑤𝑖−2…𝑤𝑖−𝑛+1)𝑖                 (2.6) 

Different from the 1-gram case, word order is taken into account in the 2-gram, 

trigram, and the general n-gram model. The probability of a given word 

depends on the word immediately before in the 2-gram, it depends on the 

previous two words in the 3-gram, and so on. 

 Bag of words model: In the extreme case of the unigram, the resulting 

model is completely independent of the order of words and is known as 

the bag of words (BOW) model. Topic models are a general class of BOW 

(Banchs, 2012). 

 Vector Space Model (VSM):  a VSM treats a text document as a BOW 

and ignores the dependence between words (Turney and Pantel, 2010). 

VSM captures both syntactic and semantic concepts in a sentence (Maas 

and Ng, 2010). A text document is conceptually represented in a VSM by 
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a vector of keywords extracted from the document and their associated 

weights representing the importance of the keywords in the text document 

and within the whole document collection. As illustrated in (Zafarani et al., 

2014), given a set of text documents 𝐷 in which each document is a set of 

words. The goal of VSM is to convert these textual documents to feature 

vectors. According to (Zafarani et al., 2014), a document⁡𝑖 can be 

represented with a vector 𝑑𝑖, as follows: 

𝑑𝑖 = (𝑤1, 𝑤2,…,𝑤𝑁,𝑖)                                        (2.7) 

where 𝑤𝑗,𝑖 represents the weight for word 𝑗 that occurs in document 𝑖 while 

𝑁 is the number of words used for vectorisation. We compute 𝑤𝑗,𝑖 in binary 

terms by setting it to a value of 1 when the word 𝑗 exists in document 𝑖 or 

0 when it does not; it can also be computing in frequency terms by setting 

it to the number of times the word 𝑗 is observed in document 𝑖. However, 

ordinary VSM for large text document is very costly in terms of memory, it 

often ranges from tens of thousands to millions of dimensions. A more 

generalised approach is to use the term frequency-inverse document 

frequency (TF-IDF) weighting scheme. The TF-IDF is a measure for 

evaluating word important in a text and is used to filter less important 

words such as stop words. In the TF-IDF scheme described in (Zafarani 

et al., 2014), 𝑤𝑗,𝑖 is computed as follows: 

𝑤𝑗,𝑖 = 𝑡𝑓𝑗,𝑖 ⁡𝑋⁡𝑖𝑑𝑓𝑗                                       (2.8) 

where 𝑡𝑓𝑗,𝑖 is the frequency of word 𝑗 in document 𝑖. 𝑖𝑑𝑓𝑗 is the inverse 

TF-IDF frequency of word 𝑗 across all documents, and according to 

(Zafarani et al., 2014), is computed as follows: 

𝑖𝑑𝑓𝑗 = log2
|𝐷|

|{𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡∈𝐷|𝑗∈𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡}|
                   (2.9) 

which is the logarithm of the total number of documents divided by the 

number of documents that contain word 𝑗. TF-IDF assigns smaller weights 
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to stop words, such as “and, “the”, and “because” which are often common 

in all documents. TF-IDF assigns higher weights to words that are less 

frequent across documents but highly frequent within the document they 

are used. This guarantees that words with high TF-IDF values are 

important and can serve as representative examples of the documents 

they belong to.  

 Latent Semantic Analysis (LSA): this is another very useful 

technique for text representation, it is a matrix factorisation method for 

generating low dimensional word representations of a text document. 

It uses SVD to perform dimensionality reduction on the TF-IDF vectors 

of the text document14. The goal of LSA is to represent documents and 

words or terms in a unified way for exposing document-document, 

document-word, and word-word similarities (Thomo, 2009). The 

document and word are expressed as vectors with elements 

corresponding to these concepts and each element in a vector give the 

degree of participation of the document or word in the corresponding 

concept. LSA finds application in text data classification, clustering, 

and search. Both VSM and LSA are simple models for computing a 

continuous degree of similarity between words in a text. 

2.4. Rating Aggregation  

Reputation systems are often used to promote online trust by identifying true 

reputation scores of entities such as users, products, or services based on the 

feedback of others (Liu et al., 2014). In e-commerce, reputation systems collect, 

distribute and aggregate feedback about the past behaviour of actors (buyers and 

sellers) involved in the system. Historical buyers usually share their experiences, 

normally in the form of a numerical rating reflecting their level of satisfaction. 

These ratings are aggregated for each actor as a trust mechanism to promote or 

demote a product or service, to help users decide whom to trust and to deter 

participation by those who are dishonest (Liu et al., 2014). The automated mining 

of ratings to produce a re-calculated quality ranking score on e-commerce sites 

such as EBay and Amazon are a typical example of a reputation system. Given 

                                            
14 http://mccormickml.com/2016/03/25/lsa-for-text-classification-tutorial/ 
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a set of ratings of products or aspects of a product from a wide range of users, 

an interesting challenge is to measure the true quality of the product or aspect 

(McGlohon et al., 2010). These measurements include aggregating, sorting, 

ranking and displaying the highest-rated product at the top and lowest-rated 

product at the bottom of an e-commerce site or to categorise services as highly 

recommended or not recommended. This is similar to the Google PageRank 

algorithm for ranking Web pages and EigenTrust algorithm in peer-to-peer 

networks (Liu et al., 2014). 

Rating Aggregation Models: the aggregation of rating scores is often straight 

forward (positive ratings – negative ratings) as in Fig. 2.2, however, such simple 

aggregation method is not enough and can lead to a wrong conclusion regarding 

the quality of products or services, especially when some products or services 

have only very few ratings.  

 

Fig. 2.2. Average Generic Doctor’s ratings on Pharmacy Reviewer 

Given a set of ratings 𝑅 where each rating 𝑟(𝑜𝑖 , 𝑎𝑗) is a numeric value 

representing author 𝑎𝑗′𝑠 opinion of object 𝑜𝑖, our overall goal which is the same 

with the study in (McGlohon et al., 2010) is to estimate and rank each object 𝑜𝑖′𝑠 

quality 𝑞𝑖, relative to the other objects. Statistical models for estimating and 

ranking the quality 𝑞𝑖 of user ratings are outlined in equations 2.10 to 2.14.  

 Average: a frequently used baseline model is the average of all the 

ratings received from all authors. This according to (Ranchal et al., 

2015) is given by equation 2.10 where the variables 𝑟𝑖∗ and 𝑟∗𝑗 refers 

to the set of all ratings for a given object 𝑜𝑖 and the set of all ratings 

from a given author 𝑎𝑗.  
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𝑞𝑖 =
1

|𝑟𝑖∗|
∑ 𝑟𝑖𝑗𝑗∈𝑟𝑖∗                                              (2.10) 

 Lower bound on normal confidence interval: it is a model based on 

lower bound on normal confidence interval is used as better estimates 

in situations where ratings for certain products or objects are more 

consistent than those of others. An object rating is said to fall in a 

distribution around its true quality with some variance 𝜎𝑖
2
. The lower 

bound described in (Miller, 2009) is then used to calculate 𝑞𝑖 (see 

equation 2.11). For a 95%, the constant 𝑧𝛼/2=1.96. 

𝑞𝑖 = 𝑟𝑖̅ − 𝑧𝛼/2
𝜎𝑖

√|𝑟𝑖∗|
                                            (2.11) 

For an object with only a few ratings, Wilson score (see equation (2.12)) 

which is based on lower bound on binomial confidence interval was 

recommended in (Miller, 2009) for the simplification of star ratings into 

positive or negative as well as to determine with confidence what 

percentage of users took some sort of action. Here 𝑝̂ is the proportion of 

positive ratings for a given object 𝑜𝑖. 

𝑞𝑖 = 𝑝̂ +
𝑧∝/2
2

2|𝑟𝑖∗|
− 𝑧𝛼/2

√𝑟𝑖∗[𝑝̂∗(1−𝑝̂)+𝑧∝/2
2 /4|𝑟𝑖∗|]/|𝑟𝑖∗|

(1+𝑧∝/2
2 /|𝑟𝑖∗|)

                (2.12) 

The model in equation (2.13) assumed that some authors are more precise 

than others, therefore, each author has a variance 𝜎𝑗
2
.  The model is also 

described as a stochastic function of the true quality 𝑞𝑖 of an object 𝑜𝑖 and 

the noise of an author. In equation (2.13), 𝑞𝑖̂ is a weighted average of 

ratings by all authors, where each author is weighted according to the 

noise among their ratings. It also follows from (Miller, 2009), that the noise 

can be computed as the sample variance around the quality scores. 

𝑞𝑖̂ =
∑

1

𝜎𝑗
2∗𝑟𝑖𝑗𝑟𝑖∗

∑
1

𝜎𝑗
2𝑟𝑖∗

                                               (2.13) 
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 Bayesian models: Bayesian statistics, which takes into account the 

fact that we lack enough data to make an estimation via the mean is 

becoming popular and was applied in (Miller, 2012), (Masurel, 2013), 

(Bengfort, 2014), and (Miller, 2014) in order to sort ratings with items 

that have an insufficient number of ratings. Bayesian rankings differ 

from other methods, it requires some assumptions about the system 

beforehand and closely reflects the opinion of a large number of users. 

We derived our motivation from (Chiang, 2012). Given a list of vendors 

indexed by 𝑖 offering various medical products for sale and enlisted on 

Pharmacy Reviewer. For each vendor 𝑖, there are 𝑛𝑖 reviews. Given 

that the simple naïve average of the vendor reviews is 𝑟𝑖 and that the 

total number of all reviews for all vendor 𝑁 = ∑ 𝑛𝑖𝑖 . Equation (2.14) 

described in (Chiang, 2012) is used to denote the overall average 

reviews for all vendors on Pharmacy Reviewer.  

𝑅 =
∑ 𝑛𝑖𝑟𝑖𝑖

𝑁
                                              (2.14) 

One important question however, is at what number of reviews 𝑁 can one 

trust the average 𝑅 as the measure of vendor quality on Pharmacy 

Review? Should a prospective customer trust and buy a medical product 

from a vendor with an average rating score of 4.8 out of 5 from only two 

reviews or the vendor with an average rating score of 4.2 out of 5 from 

1000 reviews? Can we adjust the average rating based on review 

population? It also follows from (Chiang, 2012) that the Bayesian ranking 

(see equation (2.15)) is the adjusted score that lies between 𝑟𝑖 and 𝑅. As 

𝑛𝑖 increases 𝑟𝑖̂ will approach 𝑟𝑖.  

𝑟𝑖̂ =
𝑁𝑅+𝑛𝑖𝑟𝑖

𝑁+𝑛𝑖
                                            (2.15) 

Example: Let’s assume there are a total of 50 ratings for two online vendors 

Generic Doctor and Medstore Online on Pharmacy Reviewer with an overall 

average rating of 4.0. Given the rating distribution for the two vendors, we are 

interested in measuring the quality of each vendor from the user ratings based 
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on both the Average and Bayesian ranking models. We applied equation (2.14) 

and (2.15) to calculate and rank the ratings (see TABLE 2.5 for the scores and 

ranks). 

𝑅𝐺𝐷 =
5.0 + 5.0 + 5.0

3
 

𝑅𝐺𝐷 = 5.0, 

𝑟𝑖𝐺𝐷̂ =
50𝑋4.0 + 3

5.0 + 5.0 + 5.0
3

50 + 3
 

𝑟𝑖𝐺𝐷 = 4.057, 

𝑅𝑀𝑂 =
3.0 + 3.5 + 4.5 + 4.0 + 5.0 + 5.0 + 5.0 + 4.5 + 5.0 + 4.0

10
 

𝑅𝑀𝑂 = 4.35, 

𝑟𝑖𝑀𝑂̂ =
50𝑋4.0 + 10

3.0 + 3.5 + 4.5 + 4.0 + 5.0 + 5.0 + 5.0 + 4.5 + 5.0 + 4.0
10

50 + 10
 

𝑟𝑖𝑀𝑂 = 4.058. 

The result shows that Medstore Online vendor will be ranked higher than Generic 

Doctor based on the adjusted Bayesian ranking even though it was rank the 

opposite way in terms of average ranking. The application of these models in 

aggregating online pharmacy vendors rating data will be demonstrated in 

subsequent sections using R and Python.  

TABLE 2.5. Rating distribution for two vendors on Pharmacy Reviewer  

Vendor Rating: 5-Star 𝑹, rank 𝒓𝒊̂, rank 

Generic Doctor (GD)  5.0, 5.0, 5.0 5.0, 1 4.057, 2 

Medstore Online  
(MO) 

3.0, 3.5, 4.5, 4.0, 5.0, 
5.0, 5.0, 4.5, 5.0, 4.0 

4.35, 2 4.058, 1 

 

Despite the real life application of Bayesian ranking, it still has some limitations. 

For instance, most reviews are either very low (~1) or very high (~5). It is widely 

believed that reviews tend to have a bimodal (rather than Gaussian) distribution 

with centres around most negative and most positive reviews because in most 

cases it is those people who are extremely satisfied or dissatisfied that are more 

likely to care enough to submit ratings (Li et al., 2017).Rating systems also faced 
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gatekeeper and anonymity problem, the challenge of the best choice of scale and 

controls of review duplications and multiple accounts. The study in (Zhang et al., 

2012) argued that the star rating average can be biased due to differences in 

individual grading standard (for instance, a lower score from a tough reviewer 

may still mean an object of good quality), again, the average score for an object 

with very few ratings is not statistically significant, and finally, many objects share 

similar scores, rendering such a rating system meaningless. Users’ feedback 

usually contains rich textual reviews in addition to numerical ratings (Tan et al., 

2016). The use of rating data for the ranking of product or service quality can be 

greatly improved by combining both the rating and the associated review text 

data. The next section will be focused on the mining themes and topics from 

textual user feedback. 

2.5. Topic Mining  

Rating data tells whether a user likes or dislikes a product or service, the textual 

review associated with the rating, however, is capable of explaining the users’ 

concerns (Tan et al., 2016). Given a large collection of user feedback, an 

interesting research challenge is to figure out what the users are saying and why; 

these are embedded in the hidden themes and topics in the data. Topic mining 

provides a convenient way to perform unsupervised classification of text 

documents (Julia, 2017). According to David M. Blei, the seminal work on LSA in 

(Deerwester et al., 1990) launched topic modelling research. Topic models are 

mixed-membership models that extend and build on mathematical techniques 

and natural language processing methods such as the unigram and mixture of 

unigram models (Hornik and Grün, 2011). A well accepted practice is to explain 

the generation of each text document with a probabilistic topic model (Blei, 2013). 

Given a text document collection, the general assumption is that it was generated 

according to some model, the task or challenge, therefore, is to output the model 

that has generated the text. User feedback can be described as a sample of 

mixed topics, as such decoding the topics contained therein can be useful in 

many applications including criminal intelligence. 

Topic Mining with LSA: basically, LSA finds a low dimensional representation 

of documents and words in a corpus, it maps words in documents into a concept 

space as illustrated in Fig. 2.3, the documents are first represented as BOW such 
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that word that usually appears together are represented as word patterns or 

concepts. 

 

Fig. 2.3. Concept mapping of words in documents 

Given an 𝑚⁡𝑋⁡𝑛 row-column matrix representation of documents denoted by 𝐴, 

LSA tries to reduce the number of rows (terms) while preserving the similarity 

structure among columns (documents) in the matrix. This task is called low-rank 

approximation and is achieved using methods of linear algebra such as SVD. 

Given that 𝐵 = 𝐴𝑇𝐴 is the document-document (𝑚⁡𝑋⁡𝑚) matrix while 𝐶 = 𝐴𝐴𝑇 

is the term-term (𝑛⁡𝑋⁡𝑛) matrix with both 𝐵 and 𝐶 as square and symmetric, 

SVD uses matrices 𝐵 and 𝐶 to decompose 𝐴 into three matrices represented by 

equation (2.16), where 𝑆 is the matrix of the eigenvectors of 𝐵, 𝑈 is the matrix of 

the eigenvectors of 𝐶, Σ is the diagonal matrix of the singular values which also 

refers to the square roots of the eigenvalues of 𝐵. According to (Thomo, 2009), 

LSA on A is represented as follows: 

𝐴 = 𝑆Σ𝑈𝑇                                                      (2.16) 

This low-rank approximation is then followed by a 𝑘-rank approximation that 

decomposes 𝐴 to a 𝑘-dimensional space 𝐴𝑘 as in equation (2.17) where small 

singular values are ignored, keeping only 𝑘 entries (first 𝑘 columns of 𝑆 and 𝑈 

and first 𝑘 columns and rows of 𝛴). It therefore, follows from (Thomo, 2009) that: 

𝐴𝑘 = 𝑆𝑘Σ𝑘𝑈𝑘
𝑇                                                    (2.17) 

Apart from SVD, LSA also uses Non-negative Matrix Factorization (NMF) for the 

low-rank matrix approximation (Stevens et al., 2012). Some of the applications of 

LSA include search, text clustering and document classification.  



 

39 
 

Probabilistic Topic Mining: as explained in the tutorial in (Zhai, 2017), 

probabilistic topic mining tasks involve discovering 𝑘 topics in a document and 

then filtering which topics are covered and to what extent in each documents (see 

Fig. 2.4).  

 

Fig. 2.4. Topic mining and analysis tasks (Zhai, 2017) 

Given a collection of 𝑁 text documents 𝐶 = {𝑑1, 𝑑2, … , 𝑑𝑁}, one can use topic 

analysis to learn the different distributions of say 𝑘⁡𝑡𝑜𝑝𝑖𝑐𝑠:⁡{𝜃1, 𝜃2, … , 𝜃𝑘} in the 

document collections. The coverage of topics in each document 𝑑𝑖 is given by 

{𝜋𝑖1, 𝜋𝑖2, … , 𝜋𝑖𝑘}, where ∑ 𝜋𝑖𝑗
𝑘
𝑗=1 = 1, while 𝜋𝑖𝑗 is the probability of document 

𝑑𝑖 covering topic 𝜋𝑗. There are many strategies for defining 𝜃1,𝜃2, … , 𝜃𝑘, one 

basic approach is using terms as topics. The overall mining of the terms will then 

involve the parsing of all the text documents in 𝐶 in order to obtain candidate 

terms followed by the design of a method for measuring topic coverage, which is 

how good each term is as a topic in a document. A simple approach of computing 

topic coverage is to simply count and normalise the occurrences of these terms 

so that the coverage of each topic in the document add to one, this according to 

(Zhai, 2017) is achieved using equation (2.18) for 𝐿 documents.  

𝜋𝑖𝑗 =
𝑐𝑜𝑢𝑛𝑡(𝜃𝑗,𝑑𝑖)

∑ 𝑐𝑜𝑢𝑛𝑡(𝜃𝐿,𝑑𝑖)
𝑘
𝐿=1

                                         (2.18) 
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The next and final step is to pick 𝑘 terms with the highest scores. The main 

limitation of this approach is that there is only one term to describe a topic as 

such lacks the power to describe complicated topics. This limitation is addressed 

using probabilistic models that employ weighted multiple words as topics. 

According to (Zhai, 2017), the output in this case is a set of topics each with a 

word distribution as in equation (2.19), where ∀𝑗∈ [1, 𝑘], ∑ 𝑝𝑤∈𝑉 (𝑤|𝜃𝑗) = 1, 

while ∀𝑖∈ [1,𝑁], ∑ 𝜋𝑖𝑗
𝑘
𝑗=1 = 1.  

Λ = ({𝜃1, 𝜃2, … , 𝜃𝑘}, {𝜋1, 𝜋2, … , 𝜋1𝑘}, … , 𝜋𝑁1, 𝜋𝑁2, … , 𝜋𝑁𝑘)         (2.19) 

The generative model in equation (2.20) is one method of solving this problem. A 

generative model 𝑃(𝐷𝑎𝑡𝑎|𝑀𝑜𝑑𝑒𝑙, Λ), is a principle way of using statistical 

modelling to solve topic and other text mining problems. Given a natural language 

text data, the model utilises equation (2.20) described in (Zhai, 2017) to infer the 

most likely parameter values Λ∗. 

Λ∗ = 𝑎𝑟𝑔𝑚𝑎𝑥Λ𝑃(𝐷𝑎𝑡𝑎|𝑀𝑜𝑑𝑒𝑙, Λ)                       (2.20) 

The simplest statistical language model is the unigram language model which 

generate text by generating each word independently. Basically, there are two 

problems to think about in terms of a statistical language model. First, given a 

model, how likely are we to observe a certain kind of data point? That is, we are 

interested in the sampling process. The other problem is called the estimation 

process, and it involves thinking of model parameters given some observed data. 

LDA and PLSA are some of the popular approaches to probabilistic topic 

modelling, in practical terms, both LDA and PLSA perform similarly for many 

tasks (Zhai, 2017). These two processes are accomplished differently in different 

topic modelling approaches and algorithms. The output of topic models can 

enable many applications such as clustering and can further associate topics with 

different contexts such as locations, authors, sources, and time (Blei, 2013). The 

non-textual components of user feedback data provide more context for 

analysing patterns in the topics. These components are usually called metadata 

and include among others, the time, locations, authors, or sources of the data. 

Such interesting patterns include topics in different locations, trending and fading 
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topics (Julia, 2017).  The implementations of the topic modelling algorithms in R 

and Python will be utilised in order to discover hidden topics in textual user 

feedback.  

2.6. Sentiment Analysis 

The major elements of a sentiment analysis include, the sentiment or opinion 

expressed, the opinion target, the time of opinion expression, the opinion holder, 

the reason for opinion expression, the opinion qualifier, and the opinion types 

(Liu, 2012). Document, sentence, and aspect are the three commonly studied 

sentiment analysis levels or discourse granularity. The aspect or entity level 

analysis forms the core of sentiment analysis tasks as it aims to identify and 

measure the atomic unit of information contained in a sentiment expression. The 

classical subtasks of sentiment analysis include sentiment classification at 

different discourse (aspect sentence, and document) levels, opinion 

summarisation, opinion search and retrieval, emotion identification, aspect, and 

lexicon extraction (Liu, 2015).  

Sentiment Analysis Tasks 

The framework for representing a sentiment analysis problem at the aspect level, 

defined in (Zhang and Liu, 2014), is the quintuple in equation (2.21). 

(𝑒𝑖 , 𝑎𝑖𝑗 , 𝑠𝑖𝑗𝑘𝑙 , ℎ𝑘, 𝑡𝑙)                                                (2.21) 

where 𝑒𝑖 is the name of an entity, 𝑎𝑖𝑗 is an aspect of 𝑒𝑖,⁡𝑠𝑖𝑗𝑘𝑙  is the sentiment on 

aspect 𝑎𝑖𝑗 of entity 𝑒𝑖, ℎ𝑘 is the sentiment holder, and 𝑡𝑙 is the time when the 

sentiment is expressed by ℎ𝑘. The framework reduces to a quadruple when the 

entity is itself the aspect, hence 𝑒𝑖 and 𝑎𝑖𝑗 together represent a single element 

called sentiment target. An entity 𝑒𝑖 is represented as a finite set of aspects 

{𝑎𝑖1, 𝑎𝑖2, … , 𝑎𝑖𝑛}, while a sentiment document 𝑑 contains sentiment expressions 

on a set of entities {𝑒1, 𝑒2, … , 𝑒𝑟}, a subset of their aspects from a set of opinion 

holders {ℎ1, ℎ2, … , ℎ𝑝}, at some particular time point. The fundamental 

sentiment analysis tasks involves the identification and measurement of the type, 
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orientation, and intensity of a sentiment expression. In general, given a sentiment 

document 𝑑, we aim to discover the quintuples in equation (2.21) over 𝑑.  

 Entity Extraction: an entity 𝑒 represent a product, service, person, 

event, organisation, or topic that appears in an entity expression. It is 

represented as a pair 𝑒:⁡(𝑇,𝑊), where 𝑇 is its components or sub-

components while 𝑊 is set of attributes of 𝑇. The task here is to extract 

all entity expressions in 𝑑, and categorise or group synonymous or 

entity expressions into entity clusters (or categories) such that each 

entity expression cluster indicates a unique entity 𝑒𝑖. 

 Aspect Extraction: The aspects of an entity 𝑒, are the components 

and attributes of 𝑒 that appear in an aspect expression and can be 

explicit (usually nouns and noun phrases) or implicit (verbs, verb 

phrases, adjectives, and adverbs). The task here is to extract all aspect 

expressions of the entities, and categorise these aspect expressions 

into clusters such that each aspect expression cluster of entity 𝑒𝑖 

represents a unique aspect 𝑎𝑖𝑗. Popular aspect extraction approaches, 

detailed in (Liu, 2012) and (Zhang and Liu, 2014), are based on 

language rules, sequence models, topic models, and supervised 

learning. The language rules method capture the various contextual 

properties of terms and their relations in a text. Aspect extraction can 

also be considered as a sequence labelling task which can be achieved 

using Hidden Markov Model, Conditional Random Fields, or any other 

sequence labelling model. Topic models such as the PLSA and LDA 

specifies a probabilistic procedure by which documents can be 

generated as such can be extended for sentiment aspect generation 

by regarding aspects as latent topics in sentiment documents.  

 Sentiment Holder Extraction: the task here is to extract sentiment or 

opinion holders for sentiments or opinions from text or structured data 

and categorise them such that each cluster represents similar 

sentiment holders.   
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 Time Extraction and Standardisation: the task here is to extract the 

times when sentiments were given and standardise different time 

formats. 

 Sentiment Scoring or Estimation: The task for a polarity estimation 

is to assign a numeric sentiment rating to an aspect 𝑎𝑖𝑗 and then 

determine whether a sentiment on the aspect is positive, negative or 

neutral based on a predefined decision boundary. This task is 

commonly approached either with linguistic or machine learning 

techniques. The linguistic constructs require domain lexicon while the 

machine learning methods are basically a mix of feature engineering 

and supervised learning on text data.  

Recent studies on sentiment analysis indicated that it’s beyond the measure of 

subjectivity, it is being extended to automatically quantify affect, emotion, mood, 

conditional expressions, sarcasm, sentiment composition, and negation in 

multimedia content; sentiment analysis also embeds the following emerging 

subtasks, mining of intentions, debates, and discussions, deceptive opinion 

detection, and review quality monitoring (Liu, 2015). Sentiment analysis can also 

be used to understand what words with emotional or opinion content are 

important for a particular text and how a narrative arc changes throughout its 

course; however, sentiment analysis of news and social media still remains 

challenging, this is because most previous approaches were proposed for 

product reviews (Julia, 2017). The next section will report our proposed 

framework detailed in Appendix III for ensuring product safety using sentiment 

analysis. 

2.7. Product Safety Framework 

Traditional crime data mining can only attempt to discover what is going on as far 

as digital crime is concern, but the whys and wherefores remain buried in an 

unstructured content that represents the hidden story behind the data; some of 

these unstructured data include large volumes of news stories, social media 

discussions, user reviews, notes, chats, web forms, emails, documents, 

voicemail, texts, blogs, forum discussions, regulatory filings, crime records, 

presentations, and invoices; automated frameworks are needed in order to 
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capture and analyse these and other natural language data for crime intelligence 

purposes; text mining, a specialised area of data mining that deals with text data, 

provides an automated solution for organising key concepts buried in these 

unstructured content in order to discover previously unknown patterns and 

concepts that may be useful to investigators; it involves the analyses of large 

amounts of the unstructured data and includes such tasks as taxonomy 

categorisation, concept clustering, topic analysis, entity extraction, sentiment 

analysis, and summarisation; text mining tools can also be used to convert 

unstructured content and parse it over to a structured format that is amenable to 

inductive and deductive learning (Mena, 2011).  

 The highly dynamic nature of online pharmacies with continuously 

appearing and disappearing entities and services are additional challenges that 

call for the development of robust and efficient trust and reputation mechanisms. 

People are now turning to the Internet to buy things because of convenience and 

cheaper options, however, in bilateral interactions involving risk such as 

purchasing medications online, a transaction shouldn't take place unless the 

party who moves first has a certain level of trust that the second party is willing 

to fulfil its obligations. Online trust and reputation systems are soft security 

mechanisms that allow users to provide credibility rating to a service provider; 

agents rely on reputation information to choose trade or coalition partners 

(Jøsang, 2008). Trust, in the context of this study, implies a decision by an agent 

to rely on someone or something. Trust and reputation systems capable of 

scoring or ranking pharmaceutical entities (such as brands, products, and 

websites) into predefined categories such as recommended or not recommended 

can provide evidence about whom patients and customers can trust to purchase 

pharmaceutical products as well as to share and accept information without 

additional verification.  

 The product safety framework in Fig. 2.5 is a novel application of text 

mining and sentiment analysis in harnessing and processing the views and 

experiences of consumers of popular brands of drug and cosmetic products 

reported on social media platforms. The application came about mainly due to 

the usefulness of social data analysis techniques, especially the successes of 

topic mining and sentiment analysis on social media data. The health sector 
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consists of professional health service providers, drug manufacturers, regulatory 

and enforcement agencies, etc. People who are seeking medical products, 

advice and care often find it difficult to obtain reliable information about the quality 

and competence of health service providers (Mosadeghrad, 2014). Feedback 

generation, aggregation and processing in the pharmaceutical marketplaces still 

remains a challenge, unlike those of traditional marketplaces such as EBay and 

Amazon which gather and rank buyers and sellers based on comments from each 

other after each transaction.  

 

Fig. 2.5. Architecture of the proposed product safety framework 

The framework is an innovative application of reputation computation pipeline 

and is in line with an effort to uncover patterns of criminal activities as well as the 

desire to predict when and where crimes are likely to occur in the future. It 

involves the extraction, conversion, and modelling of unstructured data in order 

to advance pharmaceutical crime investigation as well as to improve real-time 

crime detection systems. According to (Josang and Ismail, 2002), the two 

fundamental features that every reputation system should possess are: (i) 

reputation engine, which ranges from simple numerical adder to complex 

mathematical equations for calculating the value of reputation and (ii) propagation 

mechanism (centralised or distributed), which allow entities to obtain reputation 



 

46 
 

values. A measure of trust and reputation of pharmaceutical entities from user 

opinions using sentiment analysis and expert inputs can serve as the reputation 

score of a target entity and can be useful in safeguarding the public health. The 

proposed framework is composed of extractive, inductive, and deductive phases 

and its architecture are presented in Fig. 2.5. It comprises four stages: text 

collection and cleaning; pre-processing; sentiment analysis and finally evaluation. 

Text Collection: at the text collection and cleaning stage, an API call for 

authentication and data extraction is invoked on Facebook Graph and Twitter 

APIs. The framework is designed to accommodate virtually all available social 

media APIs, but due to the dynamic nature of these APIs and for the purpose of 

this report, greater focus will be given to Twitter and Facebook. The Twitter API 

consists of the REpresentational State Transfer (REST) and Streaming APIs 

(Kevin, 2009). The REST API provides methods for authenticating applications, 

processing requests, handling imposed limits, etc. The Streaming API provides 

client applications with Twitter's global stream (public, user and site) of data. The 

Facebook Graph API provides the means of getting data into and out of the 

Facebook social graph. The framework employs both the REST and Streaming 

APIs for searching and fetching Tweets, while the Facebook Graph API is used 

for fetching pages, status updates and comments suggesting user experiences 

and views on drugs and cosmetic products; the collected text is noisy and in 

JavaScript Object Notation (JSON) format and methods for cleaning and parsing 

of the data to form a corpus, i.e. a collection of comments and Tweets, are 

incorporated for further processing. 

Text Pre-processing: the corpus is then transformed into feature vectors; the 

BOW representation was used due to its simplicity and because preserving the 

order of the features in the corpus is not of particular interest in the application. A 

simple feature selection or pre-processing method to transform or tokenize the 

text stream to words was followed; these methods constitute a sequence of the 

following tasks; removing delimiters, converting all words to lower case, removing 

numbers and stop words, stemming words to their base and some application or 

domain specific feature transformations. The tokens are then represented as 

BOW sparse matrix using the 𝑇𝐹 − 𝐼𝐷𝐹 weighing scheme. Given a corpus 𝐶, 
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containing 𝑁 documents defined as 𝑑𝑖 ,⁡where 𝑖 = 1…𝑁, and Tweets tokenized 

as words or terms⁡𝑡. The 𝑇𝐹 − 𝐼𝐷𝐹 weighting scheme takes into account the 

relative importance of the word in the document described in (Manning et al., 

2008) and assigns to term 𝑡𝑗 a weight in document 𝑑𝑖 given by: 

𝑇𝐹 − 𝐼𝐷𝐹(𝑡𝑗 , 𝑑𝑖) ⁡= 𝑇𝐹(𝑡𝑗 , 𝑑𝑖) ∗ 𝐼𝐷𝐹(𝑡𝑗)                           (2.22)                         

where 𝑇𝐹(𝑡𝑗 , 𝑑𝑖)⁡denotes term frequency, the number of word occurrences in a 

document; 𝐼𝐷𝐹(𝑡𝑗) = 𝑙𝑜𝑔2 (
𝑁

𝑑𝑓𝑡𝑗
) denotes inverse document frequency, with 

𝐷𝐹(𝑡𝑗) representing the number of documents containing the word. Further 

sparseness is handled by selecting terms that appear in a minimum number of 

documents. The resulting bipartite representation is the input on which further 

tasks are performed.  

Sentiment Scoring: this task was approached by employing both lexicon and 

machine learning methods. In the lexicon based approach, beside the corpus, a 

fundamental requirement is a pre-labelled word list or polarity lexicon. For an 

improved classification result as described in (Nathan and Richard, 2014), the 

framework merges two lexicons, application or domain specific preassembled 

lexicon and a generic English based lexicon developed and is being maintained 

by the authors of (Hu and Liu, 2004). Another requirement for the lexicon based 

classifier is a sentiment scoring function, of which there are several options, one 

of the most basic polarity computational scheme was described in (Gaston, 

2012); all the words in the corpus or target collection are compared to the words 

in the lexicon, the overall sentiment score of the corpus or a subset will then be 

the difference between the numbers of positively and negatively assigned words. 

Therefore, the associated polarity score for each comment or Tweet in the corpus 

is given in (Hu and Liu, 2004) as: 

𝑆𝑐𝑜𝑟𝑒 = ⁡∑ 𝑝𝑤⁡𝑛
𝑖 − ∑ 𝑛𝑤𝑚

𝑗                              (2.23) 

where 𝑝𝑤 and 𝑛𝑤⁡denote positive and negative words respectively. A comment 

or Tweet has an overall (ii) positive sentiment if 𝑆𝑐𝑜𝑟𝑒⁡ > ⁡0, (ii) neutral 
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sentiment if 𝑆𝑐𝑜𝑟𝑒⁡ = ⁡0, and (iii) negative sentiment if 𝑆𝑐𝑜𝑟𝑒⁡ < ⁡0. The total 

score for the corpus is then visualised and evaluated with simple descriptive 

statistics i.e. histogram and box plot. A more advanced scoring scheme include 

fuzzy reasoning, which is a computational intelligence technique that can be 

applied to improve the text classification and clustering tasks. In the machine 

learning based approach, beside the corpus, the fundamental requirement is a 

training dataset, already coded with sentiment classes. The classifier is trained 

or modeled with the labeled data such that new but similar documents are tested 

with the resulting model to have it predict the direction of the sentiment of the new 

documents. For the purpose of this report, Naive Bayes is used as a baseline 

classifier because of its efficiency as reported in (Manning et al., 2008). Feature 

words are assumed to be independent and then each occurrence was used to 

classify Tweets or comments into its appropriate sentiment class; this is called 

multinomial event model. It, therefore, follows from (Manning et al., 2008, Isah et 

al., 2014) that the classifier which utilises the maximum a posteriori decision rule 

can be represented as: 

𝑐𝑚𝑎𝑝 = argmax
𝑐∈𝐶

(𝑃(𝑐|𝑑)) = ⁡argmax
𝑐∈𝐶

(𝑃(𝑐)∏ 𝑃(𝑡𝑘|𝑐)1≤𝑘≤𝑛𝑑 )   (2.24) 

where 𝑡𝑘 denotes the words in each Tweet or comment and 𝐶 the set of classes 

used in the classification; again, 𝑃(𝑐|𝑑) is the conditional probability of class 𝑐 

given document 𝑑,⁡𝑃(𝑐) is the prior probability of class 𝑐 and the 𝑃(𝑡𝑘|𝑐) 

conditional probability of word 𝑡𝑘  given class 𝑐. It also follows from (Manning et 

al., 2008), that in order to estimate the prior parameters, equation (2.24) is then 

reduced to: 

𝑐𝑚𝑎𝑝 =⁡argmax
𝑐∈𝐶

(log𝑃(𝑐) + ∑ log𝑃(𝑡𝑘|𝑐)1≤𝑘≤𝑛𝑑 )                (2.25) 

To handle zero probabilities that may arise when a word does not occur in a 

particular class, (𝑇𝐹 − 𝐼𝐷𝐹)⁡weighing or Laplace smoothing by adding 1 to each 

count is employed; with Laplace smoothing, 𝑃(𝑡|𝑐) as described in (Manning et 

al., 2008) becomes: 
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 𝑃(𝑡|𝑐) =
𝑇𝑐𝑡+1⁡

∑ (𝑇𝑐𝑡′⁡+⁡1)𝑡′∈𝑉
+⁡

𝑇𝑐𝑡+1⁡

(∑ 𝑇𝑐𝑡′𝑡′∈𝑉 )+𝐵′
⁡⁡                     (2.26) 

where 𝐵′ refers to the number of terms contained in the vocabulary 𝑉. While the 

lexicon based sentiment classification result is evaluated with reference to a 

ground truth or by human judgment, contingency or truth tables are used to 

represent the output of the machine learning approach such that a baseline result 

can be used for performance comparison. The evaluation of the proposed 

framework will be carried out in the next section using datasets from Twitter and 

Facebook. 

2.8. Experimental Work 

Product manufacturers and service providers are beginning to utilise their 

customer feedback in order to track and manage satisfactions, complaints, and 

suggestions. These feedback as described in section 2.2 comprises of publicly 

available aspect ratings, review text, and reviews of review. Mining these 

feedback can provide a useful knowledge for understanding and predicting 

crimes. This experimental work will begin by first measuring the true quality of 

products using aspect rating data. It will then demonstrate how social media 

feedback can be useful in inferring rogue vendors of pharmaceutical and 

cosmetic products. 

2.8.1. Datasets  

Four datasets will be used throughout this chapter, the first dataset, denoted as 

𝐷1, is an archive of more than half a million rating and text reviews of fine foods 

from amazon spanning a period of more than 10 years, the second dataset, 

denoted as 𝐷2, is a user feedback data regarding online pharmacy vendors and 

products, the third dataset, denoted as 𝐷3, is a user feedback data that was 

collected on Facebook which comprises of the opinions of some cosmetic 

products and vendors, finally, the fourth dataset, denoted as 𝐷4, is a user 

feedback data collected on Twitter which comprises of Tweets gathered based 

on pharma and medical related query combinations.  

 𝑫𝟏: is a user feedback data on fine foods described in (McAuley and 

Leskovec, 2013b), it has the following variables, Id, unique identifier for 

the product (ProductId), unique identifier for the user (UserId), 
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ProfileName, number of users who found the review helpful 

(HelpfulnessNumerator), number of users who indicated whether they 

found the review helpful (HelpfulnessDenominator), rating between 1 and 

5 (Score), timestamp for the review (Time), a brief summary of the review 

(Summary), and text of the review (Text).  

 𝑫𝟐: is a user feedback of online pharmacy vendors and products extracted 

from Pharmacy Reviewer15, it is a 5-star rating data having the following 

variables, the mean of the five aspect ratings (ave_rating), the measure of 

the site reliability with a weighting value of 40% (product_quality), ease of 

website use and range with a weighting value of 5% (website_usability), 

price satisfaction with a weighting value of 30% (price), customer service 

satisfaction with a weighting value of 10% and optional (cust_service), 

speed of delivery with a weighting value of 15% (delivery), the review text 

(review), number of comments for each review (comments_count), 

number of helpful vote for each review (helpful_vote), the online vendors 

name (pharmacy). Only reviews from three top rated vendors (Generic 

Doctor, Indian Pharma, and Meds-Easy) and one blacklisted vendor 

(Cheap Scrips) was extracted for comparative analysis. Undelivered 

orders was the main reason for blacklisting Cheap Scrips. 

 𝑫𝟑: is a user feedback data we gathered from Facebook pages of 3 

popular brands of drug and cosmetic related products (Avon, Dove and 

OralB) using the Facebook Graph API. For privacy issues, the brand 

names are randomly coded as Brand X, Brand Y and Brand Z. We initially 

retrieved the public contents of the targeted pages and then extracted user 

comments and opinions from popular posts suggesting product 

advertisement that (1) do not offer a prize in return (Brand Y and Z) and 

(2) offer a prize in return (Brand X).  

 𝑫𝟒: is a user feedback data (about 11,431 Tweets) we gathered from 

Twitter API using combinations of the following query terms: “medicine”, 

“prescription”, “over the counter”, “side-effects”, “online pharmacy” and 

“antibiotics”.  

                                            
15 https://pharmacyreviewer.co/ 
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2.8.2. Exploration and Aggregation of Rating Data 

A prospective customer of a product will be able to read hundreds of relevant 

online reviews and determine which ones seem the most genuine and 

informative, but this is not easy especially when there are several thousand or 

even millions of reviews. This section demonstrates how data mining can be 

utilised in exploring and aggregating millions of customer reviews.  

Rating Data Exploration: the dataset 𝐷1 was used here in order to explore and 

understand the nature of rating data. The excellent work of Dr. Rob Castellano in 

(Castellano, 2016) demonstrates the exploration of user feedback. Looking at the 

distribution of ratings among all the reviews, we can see from the plot in Fig. 2.6 

that the 5-star reviews constitute a large proportion of all reviews. There are 

52268 (9%) reviews with one star rating, 29769 (5%) reviews with two star rating, 

42640 (8%) reviews with three star rating, 80655 (14%) reviews with four star 

rating, and 363122 (64%) reviews with five star ratings. Looking at the distribution 

of ratings among all the reviews, we can see from the plot in Fig. 2.6 that the 5-

star reviews constitute a large proportion of all reviews. There are 52268 (9%) 

reviews with one star rating, 29769 (5%) reviews with two star rating, 42640 (8%) 

reviews with three star rating, 80655 (14%) reviews with four star rating, and 

363122 (64%) reviews with five star ratings. Looking at the distribution of ratings 

among all the reviews, we can see from the plot in Fig. 2.6 that the 5-star reviews 

constitute a large proportion of all reviews. There are 52268 (9%) reviews with 

one star rating, 29769 (5%) reviews with two star rating, 42640 (8%) reviews with 

three star rating, 80655 (14%) reviews with four star rating, and 363122 (64%) 

reviews with five star ratings.   Looking at the distribution of ratings among all the 

reviews, we can see from the plot in Fig. 2.6 that the 5-star reviews constitute a 

large proportion of all reviews. There are 52268 (9%) reviews with one star rating, 

29769 (5%) reviews with two star rating, 42640 (8%) reviews with three star 

rating, 80655 (14%) reviews with four star rating, and 363122 (64%) reviews with 

five star ratings Looking at the distribution of ratings among all the reviews, we 

can see from the plot in Fig. 2.6 that the 5-star reviews constitute a large 

proportion of all reviews. There are 52268 (9%) reviews with one star rating, 

29769 (5%) reviews with two star rating, 42640 (8%) reviews with three star 

rating, 80655 (14%) reviews with four star rating, and 363122 (64%) reviews with 
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five star ratingsLooking at the distribution of ratings among all the reviews, we 

can see from the plot in Fig. 2.6 that the 5-star reviews constitute a large 

proportion of all reviews. There are 52268 (9%) reviews with one star rating, 

29769 (5%) reviews with two star rating, 42640 (8%) reviews with three star 

rating, 80655 (14%) reviews with four star rating, and 363122 (64%) reviews with 

five star ratings. 

 

Fig. 2.6. Distribution of 5-star user ratings 

TABLE 2.6 is a preview of two samples each from reviews with a score of five 

and one respectively. Some products or items have many reviews while others 

have only one review, the item with highest review count has 913 reviews. Some 

users have rated many items while others have rated only one item, the user with 

highest review count has rated 448 items. But how can these items be ranked 

based on their aggregate rating data?  

Rating Data Aggregation: as pointed out in section 2.4, Bayesian estimation is 

superior to mean estimation method when it comes to the use of rating data to 

rank the quality of a product or service. Bayesian methods are widely applied in 

recommender services and other predictive algorithms that use star reviews and 

some other preference space measures, it is also used to estimate or refine star 

rating predictions. The excellent work on the computation of Bayesian mean of 
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movie rating in (Bengfort, 2014) will be adapted here. Again, dataset 𝐷1 was 

utilised (because of its relatively large size) in order to understand rating data 

aggregation and to explore the top rated products in the dataset. A simple 

exploration of the quality ranking of randomly selected ten products using the 

average rating estimation method in equation (2.10) was performed. 

TABLE 2.6. Fine food user review sample 

Summary Text Score 

Good 
Quality 
Dog Food 

I have bought several of the Vitality canned dog 
food products and have found them all to be of 
good quality. The product looks more like a stew 
than a processed meat and it smells better. My 
Labrador is finicky and she appreciates this 
product better than  most. 

5 

Great 
taffy 

Great taffy at a great price.  There was a wide 
assortment of yummy taffy.  Delivery was very 
quick.  If your a taffy lover, this is a deal. 

5 

Bad I fed this to my Golden Retriever and he hated it.  
He wouldn't eat it, and when he did, it gave him 
terrible diarrhea.  We will not be buying this again.  
It's also super expensive. 

1 

Nasty No 
flavor 

The candy is just red , No flavor . Just  plan and 
chewy .  I would never buy them again 

1 

 

As reported in (Bengfort, 2014), the results (see TABLE 2.7) quickly points to a 

problem with this method, high average scores were given to products with very 

few reviews (for instance, an average of 4.973451 for 113 review counts and an 

average of 4.906542 for 107 reviews).  

TABLE 2.7. Product Quality Ranking: Average and Bayesian Methods 

Product Id Review Count Average Ranking Bayesian Ranking 

B003B3OOPA 623 4.739968 4.629272 

B001EO5Q64 567 4.746032 4.624797 

B007R900WA 170 4.823529 4.465909 

B000O5DI1E 107 4.906542 4.378981 

B004EAGP74 389 4.802057 4.625285 

B000GAT6NG 389 4.802057 4.625285 

B001E8DHPW 389 4.802057 4.625285 

B003QDRJXY 264 4.837121 4.584395 

B000ED9L9E 113 4.973451 4.444785 

B000NMJWZO 542 4.881919 4.744088 
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This means that using just a simple or naïve mean of rating data to measure 

product quality is not enough since the number of observations also contributes 

to the quality of a 5 star rating. This result calls our attention to a problem when 

there are few reviews for some products, hence the need for a rule that will allow 

us to rank products according to both the mean rating a vendor has received as 

well as the number of reviews the product has received. This notion is captured 

with Bayesian estimation, it allows us to forgo computing a direct value from a 

limited number of observations and instead creates a probability distribution that 

describes the observable space more completely. The probability distribution can 

then be utilised in order to come up with a better estimate for the aggregate rating 

computation. The probability distribution can also be used to assign confidences 

or bounds that can lead to better decision making. The application of the 

Bayesian ranking method in equation (2.15) resulted in an improved ranking (see 

TABLE 2.7). The Bayesian estimate embeds a prior and a likelihood (from 

observations) to the mean (Bengfort, 2014). So what lesson have we learnt? 

Lessons and Limitations: feedback systems are valuable resources, as 

reported in both the introduction and literature review of this chapter, consumers 

make purchasing decisions based on the feedback of other consumers. However, 

these systems have been gamed by market forces, especially on newer products. 

Some manufacturers and marketers pay customers to write good reviews by 

giving reviewers their products and services for free or at a discount. A study of 

about 360,000 user ratings across 488 products on Amazon in (Kriti, 2017) 

discovered what is clearly an unrealistic proportion of 5-star ratings. Although not 

always the case, but according to Bin Liu16, inflated or fake review is a common 

problem of review systems, it is also known by many names such as spam review, 

bogus review, deceptive review; the authors are often referred to as opinion 

spammers, review spammers, fake reviewers, or shill (stooge or plant), and there 

is a robust market that materially rewards them. The skewed distribution may be 

due to human use of rating systems or how the rating scale was implemented or 

placed on a website rather than being an indicative of fake reviews. Again not all 

reviews are equally valuable, there are clear and subtle differences between paid 

                                            
16 https://www.cs.uic.edu/~liub/FBS/fake-reviews.html 
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and organic reviews. Attempts are being made to reduce the impact of paid and 

bogus reviews, for instance, methods have been developed by Amazon to 

improve the relevancy of review rankings to ensure that reviews that could help 

shoppers the most are seen first; Professor Bin Liu and his team at the Computer 

Science department, the University of Illinois at Chicago have also been working 

for several years on a project titled “Opinion Spam Detection: Detecting Fake 

Reviews and Reviewers”. These efforts, however, are not yet to any great effect, 

for instance, despite being blacklisted in Pharmacy Reviewer, Cheap Scrips has 

its own review system (called Testimonials)17 with the following title “REAL 

REVIEWS FROM REAL SHOPPERS” on its websites and at the time of writing 

this report there are currently a total of 45 reviews with an average of 5 out of 5 

stars. The question now is who are the real shoppers? Those users who rated 

Cheap Scrips on Pharmacy Reviewer that resulting in it being blacklisted or those 

users who reviewed the vendor and gave it an excellent value of 5 on its website? 

2.8.3. Textual Feedback Processing   

Several properties and approaches for representing textual data were described 

in subsection 2.3.2, word-based representation was reported as the most 

preferred approach for natural language processing, hence will be utilised in this 

study. One of the most basic characteristics of a review is the number of words it 

contains. Fig. 2.7 is an illustration in (Castellano, 2016) of how word count varies 

with the rating. It was observed that 5-star reviews had the lowest median word 

count (53 words), while 3-star reviews had the largest median word count (71 

words).  

                                            
17 http://www.cheapscrips.com/main/index.asp 
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Fig. 2.7. Word count in user rating data by rating score 

 

Fig. 2.8. Popular words in the 1-star rating data 

A further exploration of the popular words in the summary or headline of each 

review revealed some important information regarding the concerns and 

experiences of the users. Some of the popular words in the 1-star review 

component (see Fig.2.8) that should be further investigated include awful, 

disappointed, beware, horrible, stale, terrible, worst, and yuck. In the 5-star 
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review component (see Fig. 2.9), popular words include awesome, best, 

delicious, excellent, favourite, healthy, love, perfect, tasty, wonderful, and 

yummy. There are however some words (good, great, like, and price) that appear 

in both components and may require further analysis such as negation or 

sarcasm detection. 

 

Fig. 2.9. Popular words in the 5-star rating data 

Zipf’s Law: Recall that in subsection 2.3.2, it was reported that Zipf’s law is 

commonly observed in natural language corpus (text collection) and it states that 

the frequency that a word appears in a corpus is inversely proportional to its rank. 

It states in simple terms that if we plot the frequency of words versus their rank 

for a sufficiently large collection of textual data, we will observe a clear trend, 

which resembles a power law distribution. The law was examined using 𝐷2, the 

Pharmacy Review dataset. From the resulting plot in log-log coordinates (see Fig. 

2.10), a very long tails to the right was observed for all the four online pharmacy 

vendor reviews, most of the words occur rarely while fewer words occur 

frequently. It therefore, follows that the word distributions of most natural 

language corpus can be approximated with a Zipfian distribution or any of its 

close families such as the power law distributions. 
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Fig.2.10. Zipf’s law distribution for the four vendors 

Word importance, co-occurrence and language models: as pointed out in 

subsection 2.3.2, a more generalised and common approach for text data 

representation is to use VSM which combines BOW or unigram model and TF-

IDF weighting scheme. This is the simplified VSM representation of text data, the 

syntax and even the order of words is ignored. The TF-IDF weighing expressed 

mathematically in equation (2.8), is a useful measure for evaluating word 

importance in a text and is used in VSM to filter less important words such as 

stop words.  

VSM of BOW or Unigrams and TF-IDF: an implementation of TF-IDF 

(bind_tf_idf) in the R tidytext package18 was utilised in order to study the most 

important terms in the review text. There are many libraries and functions that 

implement BOW and TF-IDF, we opted for tidytext because of its flexibility to 

convert input data from and to other formats, and it also lends itself to quality 

visualisation. The resulting features (see Fig. 2.11) are the most important terms 

in each of the four vendor review documents in the dataset. Following a similar 

argument in (Julia, 2017), what measuring TF-IDF has done here is to show us 

that the reviewers used similar language, what distinguished one online 

pharmacy vendor from the others in the collection are the proper nouns (names 

                                            
18 https://cran.r-project.org/web/packages/tidytext/index.html 
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of people and places). This is obviously the goal of TF-IDF, it identifies words or 

terms that are important to a document within a collection of documents. Had it 

been that only term frequency (TF) was used, we would have gained an insight 

into how language is used in a natural language corpus but using TF-IDF enabled 

us to find words that characterise a specific document within document 

collections.  

 

Fig. 2.11. VSM representation of reviews with TF-IDF of unigrams  

VSM of Bigrams and TF-IDF: according to (Julia, 2017), many interesting text 

analyses, however, are based on the relationships between words, whether 

examining which words tend to follow others immediately, or which words tend to 

co-occur within the same documents. The 𝑛-gram model represented in equation 

(2.6) is a set of 𝑛 words that co-occur in a text, it is often used as a feature to 

represent a text collection. We reported that the BOW (represented in equation 

(2.3)) is a special n-gram, also called 1-gram representation of a textual data in 

which the word or terms order was ignored. Popular n-gram representations 

include the 2-gram or bigram (represented in equation (2.4)), and the 3-gram or 

trigram (represented in equation (2.5)). It also follows from the same source that 

there are merits and demerits of examining the TF-IDF of pairs of consecutive 

terms rather than individual words, extracting higher n-grams such as bigram and 
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trigram rather than unigram features might capture further structure and provide 

context that makes natural language tokens more understandable. However, a 

typical two-term pair is rare than either of its component terms hence data 

representation with bigram are often very sparse. Bigrams and other higher n-

grams are however superior to unigrams and more useful when processing a very 

large text corpus.  

 Again, an implementation of TF-IDF (bind_tf_idf) in the tidytext package in 

R was used. The interest here is to understand word relationships such as how 

often a word is followed by another, recall the discussion on Markov property in 

section 2.3 where it was stated that n-gram models are defined by approximating 

the conditional probabilities that only depend on the previous 𝑛 − 1 words in the 

sequence. The “n-grams” is an attribute in the function unnest_tokens() in the 

tidytext package and it takes 𝑛 as the number of words  (n=1 for unigram, n=2 for 

bigram, and so on) we wish to capture in each n-gram. Some interesting bigrams 

were observed in the results (see Fig. 2.12), for instance, “ship date” in Cheap 

Scrips (cheaps), “expiration dates” in Indian Pharma (indian), “repeat customer” 

in Generic Doctor (generic), and “stopped responding” in Meds-Easy (measy). 

These important word sequence would have been distorted in the unigram model.  

 

Fig. 2.12. VSM representation of reviews with TF-IDF of bigrams  



 

61 
 

As depicted in the result, tokenising by n-gram is a useful way to explore pairs of 

adjacent terms, it is also useful in describing terms that tend to co-occur within 

particular documents or vendor reviews even if they don’t occur next to each other 

(Julia, 2017).  

Word Associations: the interest here is in the frequency of association between 

words, this can be achieved by counting the number of times that crime related 

words appear within the same document and their most frequent correlated 

words. While n-gram is used to explore pairs of adjacent words, it cannot be used 

to extract words that tend to co-occur within particular documents if they do not 

occur next to each other. The widyr package19 in the R library was utilised here 

in order to count correlating pairs of words in our vendors’ review dataset. A 

function from the widyr library that lets us count common pairs of words co-

appearing within the same document is the pairwise_count() function.  However, 

in order to examine correlation among words, which indicates how often they 

appear together relative to how often they appear separately, a binary correlation 

measure called phi coefficient was used. The measure focused on how much 

more likely it is that either both words appear. The phi coefficient was applied in 

order to compare the correlation of the word “scam” and other words in each of 

the four subsets of our vendor review corpus. TABLE 2.8 is a comparison of the 

correlation result for Generic Doctor (generic) and Cheap Scrips (cheaps). 

 TABLE 2.8. Highly correlated words with scam in two vendor reviews 

                                                    

 

 

 

 

 

 

                                            
19 https://cran.r-project.org/web/packages/widyr/index.html 

Generic Doctor 

Words Correlation 

review 0.45482819 

experience 0.43301270 

company 0.33245498 

receive 0.32397580 

week 0.32397580 

confirm 0.32397580 

business 0.31754265 

people 0.31754265 

card 0.30000000 

money 0.30000000 

Cheap Scrips 

Words Correlation 

ago 1.0000000 

9 0.7071068 

mail 0.7071068 

waiting 0.6324555 

refund 0.6324555 

money 0.6324555 

told 0.6324555 

antibiotics 0.5000000 

company 0.2500000 

contact 0.2500000 
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Recall that Generic Doctor is a top rated vendor while Cheap Scrips is a 

blacklisted vendor, therefore, higher correlation values were expected in the 

latter. This was the case, however, a detailed interpretation of this comparison 

may require a domain expert or knowledge. 

2.8.4. Mining Topics from User Feedback 

Here, we are not just interested in understanding the relationship between words 

in a text document, we are also interested in finding the underlying themes and 

topics in the textual component of the user feedback. Recall it was reported in 

section 2.5 that LSA, PLSA, and LDA are some of the popular approaches for 

discovering hidden topics in natural language data. The experimental work in 

(Stevens et al., 2012) also reported that LDA learns descriptive topics best while 

LSA is best at creating a compact semantic representation of documents and 

words in a corpus; the study also highlighted topic mining result evaluation as a 

fundamental issues and that it is primarily concerned with the degree to which 

the learned topics matched human judgments or enabled us to differentiate 

between themes and ideas embedded in a corpus. In order to evaluate 

unsupervised statistical method such as topic modelling, it is useful to try it on a 

very simple case where you know the right answer. In this case, it makes sense 

to reasonably assume that there will be some differences in the reviews of each 

of the vendors, especially between top rated and blacklisted vendors, hence the 

examination of each will be carried out in order to investigate how separate their 

word distributions (topics) are. This will also be an evaluation strategy for 

understanding whether the algorithm can correctly distinguish the topics in the 

four vendor review corpus. It also lets us double-check the usefulness of the 

method as well as to gain a sense of how and when it can go wrong. The 

experiments that follow utilised 𝐷2, the Pharmacy Review dataset in order 

discover hidden themes and topics that differentiate between top rated vendor 

(Generic Doctor) and Blacklisted vendor (Cheap Scrips).  

Topic Modelling Using LSA: as described in subsection 2.3.2 and section 2.5, 

LSA map words in documents into a concept space. LSA achieve this by first 

assuming that words have only one meaning, the text documents are then 

represented as BOW, and finally, the concepts are expressed as patterns of 
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words that usually appear together in the documents20. LSA takes a Term 

Document Matrix (TDM) or Document Term Matrix (DTM) as an input and 

performs SVD such that the resulting feature vector representation captures the 

core concept explained by the terms in the input. Scikit-learn, described in 

(Pedregosa et al., 2011) is a data analysis tool that implements both 

TfidfVectorizer and TruncatedSVD for performing LSA with the help of large scale 

eigenvalue solvers such as the ARPACK algorithm. This implementation of LSA 

was applied on each online pharmacy vendor review corpus. Fig.2.13 is a bar 

plot representation of one of the output components each for Generic Doctor and 

Cheap Scrips vendors, the components contain the top ten terms that represent 

inferred concept. 

 

     

(a) Generic Doctor                        (b) Cheap Scrips   

Fig. 2.13. Topic versus terms mapping using LSA 

                                            
20 https://technowiki.wordpress.com/2011/08/27/latent-semantic-analysis-lsa-tutorial/ 
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It can be inferred from result a high level of satisfaction from the terms 

(exceptional and appreciated) in the Generic Doctor component and a possible 

dissatisfaction from the terms (ridiculous and wait) in the Cheap Scrips 

component. Despite some terms overlap (such as crazy), this actually makes 

sense, recall that Generic Doctor is among the top listed while Cheap Scrips is a 

blacklisted online vendor on Pharmacy Reviewer. Included also in this report is 

the top ten terms in the top ten components of both vendor reviews (see Appendix 

I and Appendix II, respectively). Comparing the ten components, one will notice 

terms such as scam, fake, and refund appearing in the Cheap Scrips review.  

Topic Mining Using LDA: the LDA algorithm (Blei et al., 2003) implementations 

(Hornik and Grün, 2011) in R and Python Scikit-learn described in (Pedregosa et 

al., 2011) were applied in order to find natural groupings and themes in our online 

pharmacy vendor review corpus. For each combination, the LDA model 

computes the probability of that term being generated from that topic. Fig. 2.14 is 

the top terms within each review corpus using the R implementation. Besides 

estimating each topic as a mixture of words, the algorithms also models each 

document as a mixture of topics.  

 

Fig. 2.14. Term distributions in each of the four vendors  

This is called per-document-per-topic probabilities and can be estimated using a 

function called gamma. Each document in this analysis represented a single 
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vendor. Thus, one may want to know which topics are associated with each 

document. Recall that each of these values is an estimated proportion of words 

from that document that are generated from that topic. From the topic 

probabilities, it can be seen how well the unsupervised learning did at 

distinguishing the four vendor reviews. It is expected that reviews for each vendor 

would be found to be mostly (or entirely) generated from the corresponding topic. 

That is accomplished by trying to put the reviews back together in the correct 

vendors (see Fig. 2.15).  

 

Fig.2.15. Per-document classification of each vendor review  

As seen in the Fig. 2.15, almost all of the vendor reviews were uniquely identified 

as a single topic each and there are few or no any case where the topic most 

associated with a vendor belonged to another. Specifically, the following 

accuracies were obtained for each vendor: Indian Pharma (0.9999936), Cheap 

Scripts (0.9999766), Generic Doctor (0.9999947), and Meds Easy (0.9999737) 

which shows a great consensus. In the next subsection, our focus will go beyond 

investigating just word distribution in the different vendor reviews, to the study of 

sentiments expressed there in. The Python Scikit-learn implementation of LDA 

was also applied in order to compare the topics in the top and blacklisted vendors 

in the review corpus. The top ten word distributions of three topics each for 

Generic Doctor and Cheap Scrips is shown in TABLE 2.9. 
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TABLE 2.9. LDA inferred topics from top and blacklisted vendors 

Topics Generic Doctor Cheap Scrips 

Topic 1 received ordered order product did 
phone store card generic 
transaction 

gold able used 09 just 
problem reviewer past editor 
check 

Topic 2 complaints order card service 
reship used cancelled 
recommended weeks placed 

got email com company send 
600 scam order real weeks 

Topic 3 great service prices genericdoctor 
customer product extremely 
products company online 

ship orders order argentina 
just villazon jujuy bolivia place 
shipper 

 

Again, despite natural language processing complexities, the result closely 

agrees with that of LSA and revealed some key differences in word usage. These 

differences, however, will be better explained using text mining techniques such 

as sentiment analysis that measures polarity or emotions in language. 

2.8.5. Mining Sentiments from User Feedback 

When users of certain products or services write a review, people often use their 

understanding of the emotional intent of words to infer whether a section or the 

entire review text is positive or negative or perhaps characterised by some other 

more nuanced emotion like joy, surprise or disgust. A common way to analyse 

the sentiment of a text document is to consider the text as a combination of its 

individual words or terms and the sentiment content of the whole text document 

as the sum of the sentiment content of the individual words or terms (Julia, 2017). 

The sentiment analysis techniques described in section 2.7 will be utilised here 

in order to measure the sentiment of keywords of interest expressed on some 

popular social media platforms. 

Sentiment Analysis of Feedback Data from Facebook: this experiment is 

detailed in Appendix III and it demonstrates the usefulness of the proposed 

product safety framework in section 2.7 and Fig. 2.5. As described in subsection 

2.8.1, the dataset is a user feedback data gathered from Facebook pages of 3 

popular brands of drug and cosmetic related products (Avon, Dove and OralB) 

using the Facebook Graph API. See TABLE 2.10 for the comments summary. 

Over the entire corpus, tokenisation, stop word removal and conversion to lower 
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case functions was applied using the R tm21 library in order to obtain only 

individual word features. 

TABLE 2.10. Summary of extracted comments 

Brand Name Total no. of posts Total no. of comments 

Brand X 5000 654 

Brand Y 665 1747 

Brand Z 5000 957 

 

The features were then represented as a BOW model with the (𝑇𝐹 − 𝐼𝐷𝐹) 

weighing scheme to generate a sparse matrix, limiting the output to a minimum 

of three characters word length. The sparse matrix was handled using an R 

function that removes sparse terms which have at least a 99 percentage of sparse 

elements. Frequent term analysis was then performed in order to generate 

popular words for creating preassembled lexicon, the method used in (Nathan 

and Richard, 2014) with the help of English dictionary and Thesaurus was 

adapted. The preassembled lexicon was then merged with social media slangs 

and the generic lexicon for sentiment classification in (Liu, 2012).  

 ..

 

Fig. 2.16. Comparison sentiment analysis for the three brands 

                                            
21 https://cran.r-project.org/web/packages/tm/index.html 
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A comparison lexicon sentiment analysis was performed over the 3 different 

brands. The result obtained is presented in Fig 2.16. It is interesting to see the 

overall sentiment on all the three brands been positively skewed, with 

negative:neutral:positive ratios for Brand X, Brand Y and Brand Z approximately 

1:42:175, 1:3:3 and 1:5:5 respectively; the high positive sentiment on Brand X 

confirms comments been prize driven. The distribution of these scores is 

presented in TABLE 2.11. 

TABLE 2.11. Distribution of sentiment scores for the three brands 

Brand  Sentiment Scores  

 Negative Neutral Positive Row Total 

Brand X 3 127 524 654 

Brand Y 282 742 723 1747 

Brand Z 85 408 464 957 

Column Total 370 1277 1711 3358 

 

Three separate datasets were also extracted in Brand Y each with the mention 

of the three generic products, Soap, Cream and Deodorants and then a 

comparison sentiment analysis was performed on the aggregated data; the 

distribution of these scores is presented in TABLE 2.12.  

TABLE 2.12. Distribution of sentiment scores for the three products 

Product  Sentiment Scores  

Negative 
 

Neutral Positive Row Total 

Cream 5 11 11 27 

Deodorant 21 23 46 90 

Soap 11 26 56 93 

Column Total 37 60 113 210 

 

This is another interesting result with Soap been more positively skewed among 

the three products; the negative:neutral:positive ratio of Cream, Deodorant and 

Soap approximately been 1:2:2, 1:1:2 and 1:2:5 respectively. The result is 

presented in Fig. 2.17. The same problem of classifying the sentiment orientation 

of the entire corpus is also illustrated using a naïve Bayes sentiment classifier 

modeled with polarity and emotional lexicon.  
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Fig. 2.17. Comparison sentiment analysis for the three products 

The method classify_polarity classifies the comments as positive, neutral or 

negative. The classification results over the entire corpus for both methods are 

compared in TABLE 2.13. The negative scores for both methods agree closely 

while there is a sharp variation in both the neutral and positive scores. 

TABLE 2.13. Lexicon versus machine learning sentiment scores 

Method Sentiment Scores  

 
 Negative 

 
Neutral 

 
Positive 

 
Total 

Lexicon 539 1436 1383 3358 

Naïve Bayes 554 368 2436 3358 

 

Sentiment Analysis of Feedback Data from Twitter: to demonstrate how the 

framework can be applied to model a machine learning classifier for predicting 

the sentiment of a given text, 11, 431 Tweets was gathered from Twitter API using 

combinations of the following query terms: “medicine”, “prescription”, “over the 

counter”, “side-effects”, “online pharmacy” and “antibiotics”. The Tweets were first 

cleaned then converted to a single corpus, with each Tweet represented as a 

single document. Thus there are 11,431 documents making up the corpus. The 

corpus was then represented as a sparse matrix for frequent term analysis and 
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lexicon generation as described in Appendix III. A lexicon sentiment analysis was 

then performed over the entire corpus such that the sentiment scores can be 

generated as described in TABLE 2.14; for simplicity, we categorised scores 

greater than zero as positives and scores lower than zero as negatives. The 

dataset was split into 75% i.e. 8573 labeled Tweets as a training set and 25% i.e. 

2858 labeled Tweets as test set so that the classifier can be evaluated on data it 

had not seen previously. Naive Bayes algorithm was applied here as a baseline 

classifier. 

TABLE 2.14. Random preview of polarity scores 

Score Tweet 

-1 To everybody that knows me I think it's time for me to sign 
paperwork to take me off my antibiotics which will allow me to 
die in my home 

2 Pretty sure we headed a hospital visit off today, fingers crossed 
these antibiotics help ASAP. 

0 Took my antibiotics without eating and i was almost sick in work  

-2 Its ridiculas how many times i get ill, iv either got a cold or on 
antibiotics , my emune system is rubbish 

 

TABLE 2.15 is the representation of the result as a confusion matrix. A Naïve 

Bayes classifier was used to obtain a baseline result for assessing other 

classifiers.  

TABLE 2.15. Naïve Bayes classifier result 

Predicted Actual  

Negative Positive Row Total 

Negative 531 
0.639 

180 
0.089 

711 

Positive 300 
0.361 

1847 
0.911 

2147 

Column Total 831 
0.291 

2027 
0.709 

2858 

 

Looking at the table, it can be seen that 300 out of 831 positive messages (36 

percent) were incorrectly classified as negative, while 180 of 2027 negative 

messages (8.9 percent) were incorrectly classified as positive; a total accuracy 

of about 83%. This performance will be used as a baseline for assessing other 
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classifiers. Again as detailed in Appendix III, the brand and product comparison 

results signify the usefulness of text mining and sentiment analysis on social 

media data while the use of machine learning classifiers for predicting the 

sentiment orientation provide a useful tool for users, product manufacturers, 

regulatory and enforcement agencies to monitor brand or product sentiment 

trends in order to act in the event of sudden or significant rise in negative 

sentiments. 

Sentiment Analysis of Pharmacy Reviewer Data by Emotion: instead of 

sentiment scoring by polarity (positive, neutral, and negative) as in the previous 

example, the Generic Doctor and Cheap Scrips reviews were subjected to 

sentiment scoring by emotion using a naïve Bayes emotional sentiment classifier 

described in (Jurka, 2012). The method classify_emotion was utilised to classify 

the reviews into the following seven emotional categories joy, sadness, fear, 

surprise, anger, disgust, and unknown. The emotional classification of Generic 

Doctor review data (see Fig. 2.18) justified its top rated status, having 

approximately 62% joy, 6% sadness, 5% fear, 5% surprise, 2% anger, and 0% 

disgust, and 20% unknown. 

 

Fig. 2.18. Sentiment analysis of Generic Doctor review by emotion 
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That of Cheap Scrips (see Fig. 2.19) also justified its blacklisted status, having 

approximately 38% joy, 15% sadness, 4% fear, 4% surprise, 6% anger, and 3% 

disgust, and 30% unknown. 

 

Fig. 2.19. Sentiment analysis of Cheap Scrips review by emotion 

2.9. Issues in Social Data Content Mining  

There are so many quantitative and qualitative issues that can affect the validity 

of data analysis results. For example, what quantity or data is sufficient mining 

and decision support? What level or data quality is acceptable? Data collected 

from real world sources are rarely ideal. Reputation systems have widely become 

victims to the unfair rating problem, where advisors (i.e., buyers providing 

feedbacks) provide misleading opinions about sellers, to alter their trust scores 

(Liu et al., 2014). Again, natural language text often contains some ambiguities 

and noise from a variety of sources such as misspellings, auto corrections, 

abbreviations, rendering errors, imperfect pre-processing steps, missed labelled 

classes, idiosyncratic language and slangs usage; in most cases, the more 

informal the communication, the more likely the noise (Berndt et al., 2015). 

Special fonts and symbols used on social media platforms such as emoji are a 

bit different on different devices and platforms and can cause serious data quality 

issues (Miller et al., 2016). Other sources of noise, according to (Prusa, 2015)  

include redundant data or instances that cannot be reliably distinguished as 
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belonging to a class. In some cases, bot accounts are created on social media to 

be posting multiple updates using identical text and/or emoji in order to distort 

search and analytic results as well as certain event outcomes. 

 The performance of data analytic applications depends to a great extent 

on the quality of the input data, predictive features, and outcome labels. Low 

quality models will result if the input data used for building predictive models are 

inaccurately labelled, flawed, or contains noise in the form of unwanted terms or 

phrases. Erroneously labelling documents could cause the machine learning 

algorithm to learn inappropriate language patterns and associate them with an 

incorrect target (Berndt et al., 2015). Noise could have a severe impact on the 

performance of classification algorithms (Abbasi et al., 2008). The impact of 

different levels of noise on sentiment analysis especially on social data has 

largely been ignored on the grounds that many of the sentiment learners are 

designed to be resilient to noise (Prusa, 2015). The study in (Miller et al., 2016) 

discovered that emoji font diversity can cause miscommunication and errors in 

sentiment analysis results. 

 Three text mining approaches described in (Berndt et al., 2015) include 

basic keyword or regular expression matching (useful for finding very specific 

patterns in data when known a priori), natural language processing (use of 

syntactic and semantic rules as well as domain information to construct controlled 

vocabularies and ontologies that underpin text processing and handling of 

negation, temporal relationships, hypothetical situations, and experiences), and 

the use of machine-learning algorithms (data-driven approaches that utilise 

statistical methods to group documents based on similarity scores. Among these 

three approaches, the machine learning algorithms are the most affected by data 

quality issues because they learn by examples. 

 Evaluation of the effects of noise on the performance of text mining 

techniques could determine if additional actions need to be taken to address the 

issue. Emoji is gaining popularity in social media communications and offers new 

possibilities for digital expression, it is therefore very important to study and 

understand its associated quality issues. Several experiments were conducted in 

(Berndt et al., 2015) in order to assess the robustness of some machine learning 
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algorithms applied in text mining in terms of the task complexity, the input data 

quality, and the target quality in the medical domain. An interesting result 

obtained suggest that the performance of the model degrades as more data 

instances with mislabelled targets are added. Inflated reviews and fake customer 

feedback is a common problem of review and feedback systems, hence the need 

to develop techniques that can detect and separate paid and bogus reviews from 

organic reviews. The issue of data quality will be fully addressed in Chapter Four. 

2.10. Conclusions 

This chapter focused on mining social data content for crime intelligence, it began 

by narrating how traditional crimes have taken a new turn with the advent of the 

Internet. The study focused on Cyber-enabled crime intelligence as it is largely 

unexplored. The targeted application area is the advertisement and sale of illegal 

pharmaceutical products. The wide availability of products and services being 

offered through e-commerce platforms necessitates the need to accurately 

assess and evaluate the quality and genuineness of both the source or vendor 

and the product or service. Recent studies revealed that consumer feedback 

(rating, review text, review of review, social media comments, and posts, are 

important source of information that is becoming key influencers of behaviours 

and policy decisions and can be explored using machine learning and data mining 

techniques in order to measure the perceived quality of both vendors and 

products or services. Current data mining and machine learning approaches to 

cyber-enabled crime intelligence are mainly based on the analysis of limited trail 

or log data such as mobile and online communications, travel and financial 

transactions of offenders and victims accounts. There are many evolving groups 

and pages on social media that are dedicated to providing feedback on their 

experiences of using some essential goods such as food, medicines, and 

cosmetics. These constituted a great source of data and motivation for this 

research. 

 A novel research question (RQ1) was proposed as follows, can user 

feedback be harnessed and processed for crime intelligence? This question was 

tackled by harnessing, aggregating, exploring, and modelling user feedback on 

certain products and brands available online in order to understand, learn, and 

predict hidden topics and sentiments. This was followed by the use of 



 

75 
 

mathematical techniques to measure the similarity between user feedback and 

crime related queries with the goal of inferring the likelihood of criminal activities. 

Novel experiments were carried out using state of the art methods of data 

representation, feedback aggregation, topic modelling, and sentiment analysis. 

First, the experiment reported how to best measure and rank the quality of online 

vendors of pharmaceutical products from customer ratings based on Bayesian 

ranking models. It then proposed and evaluated a novel framework for harnessing 

and processing the publicly reported views and experiences of consumers of 

popular brands of drug and cosmetic products. LSA was applied in order to 

measure the similarity between customer complaints crime and related keywords, 

while LDA was utilised in order to discover hidden topics in the user feedback. 

The results obtained for different vendor reviews revealed some hidden and 

interesting distributions of words that can be further utilised to infer themes and 

topics that are crime related. The sentiment analysis results also revealed some 

interesting results that can be useful in measuring significant changes or trends 

in the perceived quality of a vendor.  

 Finally, the study reported several issues that may affect the validity of the 

obtained results and how poor data quality can skew or introduce bias into the 

results. Experimental results of this nature can only be useful when the data being 

processed are of high quality. Issues of data quality will be tackled in Chapter 

Four and Chapter Five of this thesis.  
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Chapter Three: Social Network Mining 

for Crime Intelligence 

 

3.1. Introduction 

Many real life phenomena can be represented and explained with network graphs 

and matrices, this is especially the case in tackling organised pharmaceutical and 

insurance crimes as well as in domains where links and interconnections are of 

critical importance. Social networks represent relationships (connections and 

interactions) among social entities. According to (Tsvetovat and Kouznetsov, 

2011), the science of Social Network Analysis (SNA) boils down to one central 

concept which is our relationships (such as friendship, influence, affection, trust, 

dislike, or conflict). These relationships can be binary (exist or not) or valued 

(quantified), directed or undirected, symmetric (both vertices must agree) or 

asymmetric (initiated by a single vertex), unimodal (vertices of the same type) or 

multimodal (actors of different types), etc. While link analysis is used to describe 

the mixing of different types or modes of vertices and edges in the same network, 

here for simplicity, we will use SNA to refer to both unimodal and multimodal 

networks.  

 Intelligence agencies have long used crime data analysis to understand 

the past crimes, recent advances in the field of data science and network analysis 

have introduced a new paradigm which aims to predict future crime called 

predictive policing (Tayebi and Glässer, 2016). The analysis of social networks 

can help us understand important people, roles, subgroups, and processes in a 

network (Golbeck, 2013). In the fight against crime, knowledge about the 

structure, flow of communications, and organisation of criminals and their 

associates is of fundamental importance to criminal intelligence agencies. 

However, the process relies on the ability to obtain and use reliable data 

(UNODC, 2011). Using social network analysis to analyse crime data obtained 

from various sources including phone traffic records, social networks, 

surveillance data, interview data, police operational and intelligence data could 
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be useful when deciding when to initiate destabilising actions or where to allocate 

resources to prevent future crime occurrence (Ferrara et al., 2014).  

 Predictive policing is aimed at using historic data to identify and predict 

future offenders, victims, criminal collaborations, and crime locations. For 

instance, co-offending network analysis contributes to crime intelligence by 

detecting hidden links and predicting potential links among offenders. Recent 

successes in crime intelligence include co-offending network disruption (finding 

a set of network actors whose removal will maximally destabilise the network) 

and organised crime detection i.e., understanding and destabilising the structure 

and sustainability strategies of organised crime groups (Tayebi and Glässer, 

2016). Criminal intelligence process relies on the ability to obtain and use data. 

Network connections can also arise from information in sources such as text, 

databases, sensor networks, communication systems, simulated data, surveys, 

company data, covert or dark network, and newswire (Campbell et al., 2013). 

These connections and all the processes associated with it have a central role in 

crime intelligence. As detailed in Appendix IV, there are, however, situations in 

many criminal datasets where there is no direct connection among the criminals. 

Such is the case in (Pfeffer and Carley, 2012) involving the extraction of 

organisational structure of covert network from textual data obtained from news 

archive, also in (Compton, 2015) which is an online black market (Evolution, that 

became extinct in 2015) comprising of list of underground vendors with their 

associated products, and finally the medical quality  database described (Krech 

et al., 2014) comprising of a list of manufacturers (including rogues) with their 

associated products. Developing methods and tools that can reveal or infer 

hidden relationship among criminals will not just be interesting but necessary for 

predictive policing. Many life questions can be answered by studying links in data, 

for example, who are the criminals? What is their modus operandi? Any 

community structure among them? 

 A graph representation of crime data is useful in understanding criminal 

network structure and in identifying clusters, cliques, and key players in the 

network (Ferrara et al., 2014). Creating networks based on item co-occurrence in 

the articles includes folding two-mode networks of articles and items to one-mode 

networks of items (Pfeffer and Carley, 2012). The analysis of underground forums 
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can also provide key information about who controls a criminal network or sells 

an illegal good or service, and the size and scope of the cybercrime underworld 

(Afroz et al., 2014). Vulnerability in organised crime groups that can be exploited 

by researchers and law enforcement agencies include how trust is earned among 

peers and the way they get their money or the e-currency they use (Greenstadt, 

2015). This study is particularly focused on understanding and characterising 

hidden criminal collaborations from data, the goal is to develop methods for 

network information extraction and hidden links identification in crime data. It will 

also investigate ties and community structure in crime data in order to understand 

the operations of both traditional and cyber criminals, as well as to predict the 

existence of organised criminal networks. Two major interesting research 

directions include inferring relationship based on common attributes (co-

occurrence) and other metadata among entities involved in a crime but not 

directly connected, the identification of structures and key individuals or influential 

groups directing the overall operations of a criminal network. These directions 

then led to the novel research question RQ2 which aims to investigate whether 

criminal associations, structures, and roles can be inferred among entities 

involved in a crime but not directly connected. The strategy adapted here to 

address RQ2 are (i) modelling a bipartite network in order to infer relationships 

between actors and resources involved in crime and (ii) analysing vertices and 

community structures of the resulting network. 

 This chapter is organised as follows: section 3.2 is a review of social 

network analysis (SNA) literature as it applies to organised crime detection and 

analysis, section 3.3 is a discussion on fundamental background of network 

analysis, section 3.4 describes the proposed model for inferring hidden ties in 

data; section 3.5 details the experimental work and case studies for evaluating 

the proposed model, section 3.6 is a discussion on issues relating to data quality 

and its effect on analysis result, and section 3.7 concludes the chapter and 

provide some recommendation for future work.  

3.2. Literature Review 

The Internet, WWW, and social networks have become enablers of crime 

coordination across dispersed areas. Despite the current legislations and efforts 

by many agencies and stake holders, very little is yet known about the structure, 
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sustainability strategy, communication flow and how trust is assured among 

criminal groups (Broadhurst et al., 2014). However, the study in (Yip et al., 2012) 

has shown that the least common denominator of organised crime (including 

cybercrime) is a relationship. Conventional and cyber criminals are more likely to 

participate in loosely associated illicit networks or inferred links than formal 

organisations or explicit social links (Sarvari et al., 2014). This relationship or 

association can be represented as a network in which the vertices are the 

criminals while the edges are the criminal interactions.  

 According to the reports in (Motoyama et al., 2011), (Yip et al., 2012), 

(Afroz et al., 2014) and (Compton, 2015), criminals often utilise underground 

forums (chatrooms and private messaging services) in the darknet to exchange 

information on abusive tactics and engage in the sale of illegal goods and 

services. The nature of organisation among these criminals depends on their 

targeted activity, these can be (i) purely aimed at online targets such as swarms 

(consisting of ephemeral clusters of individuals with no leadership, e.g. the 

Anonymous) or hubs (organised with a clear command structure and a focal point 

of core criminals around which peripheral associates gather, e.g. the LulzSec) (ii) 

based on the use of online tools to enable conventional crimes, these comprised 

clustered hybrids (articulated around a small group of individuals and focused on 

specific activities or methods e.g. carding networks) or extended hybrids (less 

centralised consisting of many associates and subgroups), and (iii) a combination 

of both online and offline targets such as hierarchies or aggregates depending on 

their degree of cohesion and organisation (Broadhurst et al., 2014). 

 Criminal data often contain a variety of network entities such as persons, 

products, organisations, locations, http links, vehicles, weapons, properties, and 

bank accounts. Learning relationships and associations between these entities is 

a critical part of uncovering criminal activities and fighting crimes. SNA was 

described in (Tsvetovat and Kouznetsov, 2011) as a study of human relationships 

by means of graph theory. SNA has found application over the years in evidence 

mapping, understanding relationship patterns, and in the identification of key 

members in a criminal group (Sarvari et al., 2014). SNA is enabling investigators 

to be able to detect patterns within and across product lines as a potential 

developing crime ring, as such saving companies and organisations from losses 



 

80 
 

and further development of the crime ring. Detailed in (Kirchner and Gade, 2011), 

(Kriegler, 2014), (Broadhurst et al., 2014), and (Fortunato, 2010), the commonly 

used SNA metrics used by these investigators include (i) vertex, centrality, and 

network density measures for the identification of pivotal vertices and potential 

fraud hotspots, sub-structures, and structural holes, (ii) clustering coefficient 

measures for network classification and path prediction, (iii) link analysis metrics 

for generating investigative leads by mapping criminal actors and the links 

between them as well as for uncovering missing information that may be hidden 

in a criminal network, and (iv) community detection, density, cohesion, and 

stability for understanding the group structure and organisation in criminal 

networks. 

 The study in (Yip et al., 2012) analysed anonymised private messaging 

records of carding forums’ using degree distribution, assortativity, rich club 

phenomenon, transitivity, small world phenomena, connectivity and cohesive 

subgroup metrics with the goal of uncovering the underlying structural and 

behavioural properties of cybercriminals. The study in (Motoyama et al., 2011) 

explored the relationships (buddy, private message, and thread networks) and 

social dynamics of six underground forums with the aim of understanding how 

the users interact, gain and sustain trust or reputation, and how they impact e-

crime market efficiencies. Doppelgänger Finder was used in (Afroz et al., 2014) 

to evaluates duplicate identities identification and to discover and group unknown 

identities in carding forums when ground truth data is unavailable. The study in 

(Greenstadt, 2015) utilises six centrality measures to characterise cybercrime 

forum reports, the results obtained showed that criminal groups are organised 

into two distinct communities, these are gangs (limited in size with one central 

leader who decides for the group) and mobs (thousands of members divided into 

multiple sub-groups and often share relatively equal centrality rankings). An 

analysis of the products that were traded in the defunct online black market called 

Evolution was carried out in (Compton, 2015), first a vendor co-occurrence 

relationships defined based on the number of vendors who sell both incident 

products were built to visualise the Evolution product network, then a market 

basket analysis was carried out in order to quantify the results suggested by the 

visual analysis.  
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 An analysis of the community structure of Nigerian scammers on Craigslist 

were carried out in (Park et al., 2014) with the aim of understanding scammers 

location based on IP and shipping addresses, understanding their modus 

operandi based on their level of automation and the sophistication of the tools 

they used, and finally learning features that can be used to distinguish a scam 

email from a legitimate email, the results obtained shows that the scammers are 

organised into tightly and loosely connected groups. Another related analysis of 

Nigerian scammers in (Sarvari et al., 2014) was aimed at understanding the 

criminal that has a central role in the network, detection of subgroups and 

communities in the network, brokers of collaboration and information in the 

network, the ranking of criminals according to their importance and influence in 

the network. The results obtained revealed that only ten groups are responsible 

for about fifty percent of the scam attempts we receive.  

 An analysis of cybercriminal ecosystem on Twitter was also carried out in 

(Yang et al., 2012) in order to investigate the inner and outer social relationships 

among user accounts and results obtained indicated that the criminal hubs are 

more inclined to follow criminal accounts (which tend to be socially connected) 

thereby forming a small-world. A network analysis of South African arms deal and 

corruption carried out in (Kriegler, 2014) profiles the dynamics of criminal 

networks and the strategic relationships that make their network resilient, results 

from the analysis reveals that an actor can have many separate relationships in 

the network through which resources such as information, money, and influence 

are shared with other actors. The removal of this actor would disconnect a large 

part of the network and resources flow across the network. The study in (Paulo 

et al., 2013) combine techniques from logic programming, viral marketing, and 

community detection to associate arrested individuals with a criminal gang by 

assigning such individuals a degree of membership that represents the 

confidence that the individual is in a given gang. The different results obtained 

from these studies would allow authorities to better utilise their resources and 

devise more effective intervention and disruption strategies in the future. 

 In terms of procedures and methods for building networks from data, 

different authors adopt different approaches, for instances in (Sarvari et al., 2014) 

a large scale criminal network was constructed from a smaller set of leaked data 
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which contains email addresses that were used to further scrape the network 

from Facebook profiles. The study in (UNODC, 2011) identified three main types 

of data sources for criminal intelligence, these sources include open (publicly 

available such as the grey literature), closed (with limited access and availability 

such as criminal records, vehicle registration, and weapons licensing data) and 

classified (highly restricted such as data from covert operations). The study then 

outlined the procedure for the network formation and analysis to include 

understanding client needs, obtaining and use of relevant data, data quality 

evaluation, data collation strategy, data integration and analysis, knowledge 

dissemination, and finally, re-evaluation. The recommendation for building a 

criminal network in (Kirchner and Gade, 2011) however, is for the analyst to first 

use expert knowledge to create broad subsets of the network, the set of vertices 

that are flagged are then selected and then finally the network of all possible links 

only pertaining to these vertices are reproduced. 

 One of the most important tasks in crime prediction is the analysis of the 

collaborations patterns or relationships between offenders (Tayebi, 2015). There 

are situations where we are interested in analysing certain networks but lack data 

or metadata regarding the relationship among the objects of interest. For 

instance, the study in (Chen et al., 2016) aimed at understanding the social 

structure of hidden and hard to reach populations such as drug users and sex 

workers addressed the issue of data unavailability due to privacy and non-

disclosures by reconstructing the underlying network structure through which the 

subjects are recruited. The study in (Tang et al., 2011) and (Zhuang et al., 2012) 

looked into the factors that imply and how to automatically learn or infer the type 

of social relationships in a network in situations where users do not take time to 

label them, i.e. given a data on the behaviour, history, and interactions among 

users, the task is to estimate how likely these users are family members. The 

study in (Tang et al., 2012) however, developed a framework by incorporating 

social theories into a machine learning model for classifying social relationship 

types by learning across heterogeneous networks, the authors reported a F1-

score of 90% for inferring manager-subordinate relationships in an enterprise 

email network. The authors of (Sharma et al., 2014) explored the extent to which 

social ties between a pair of users on Twitter can be inferred based on the 
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common activities of the users such as the number of common celebrity profiles 

they are following. The work in (Xiao et al., 2014) proposed and evaluated with 

good performance, a method for estimating the similarity, hence potential social 

tie between users according to their physical location histories represented by 

Global Positioning System (GPS) trajectories with a semantic location history 

(SLH) instead of using social structures. 

 This chapter is focused on criminal network formation from data where the 

relationship between actors are hidden but can be inferred. It proposes to use the 

concept of co-occurrence in historic data which involve the use of bipartite 

network model, a special type of network representation belonging to a 𝑘-partite 

group where the vertices are divided into two sets, and only connections between 

two vertices in different sets are allowed (Latapy et al., 2008). As detailed in the 

next immediate section, given a bipartite network with a direct relationship 

between objects and their properties, the goal here is to extract co-occurrence 

relationships from the network, this is similar to the work in (Kötter et al., 2015) 

whose goal however, was to extract taxonomy trees that described the is-a 

relation among the object properties in a network. The 𝑘-partite network 

representation naturally suits criminal datasets that may lack direct connections 

among criminals and allows for inferring of hidden ties as well as in understanding 

the relationships between actors on one side and features or traits on the other 

side in the network (Chessa et al., 2014).  

3.3. Network Analysis Fundamentals 

The focus in the previous chapter was centered on the analysis of rating and text 

data. This chapter will, however, look into the mathematical representation and 

analysis of network data. Unlike text which is unstructured, networks or graphs 

represent structured data. A network (also called graph) is a theoretical construct 

composed of points called vertices that are connected by lines called edges 

(Samatova et al., 2013). Representing data in form of networks can increase the 

explanatory power of models derived from the data. Knowing the vertices and 

edges with their associated features is all that is needed to analyse a social 

network (Golbeck, 2013). SNA essentially takes a network with vertices and 

edges and finds distinguished properties of the network through formal analysis 
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(Tayebi and Glässer, 2016). This study takes the position of a network rather than 

graph theorist by referring to the relational data between accounts as network 

and then using established graph theories and equations to describe and explain 

the network. Although there are many types of networks as described in (Zafarani 

et al., 2014), the emphasis here will be mainly on undirected weighted unipartite 

and bipartite networks. The section begins by describing how network data can 

be represented, it will then explore some metrics that are used to explain network 

structures, groups, operations, and processes. 

3.3.1. Network Representation 

Mathematically, a network or graph 𝐺 is denoted as pair 𝐺(𝑉, 𝐸), where 𝑉 

represents the set of vertices or actors in the network while 𝐸 represents the set 

of edges that connect vertices in the network. It therefore, follows from (Zafarani 

et al., 2014) that the mathematical representation for a set of vertices is given by: 

𝑉(𝐺) = {𝑣1, 𝑣2, … , 𝑣𝑛}                                                  (3.1)  

where 𝑉 is the set of vertices and 𝑣𝑖 , 1 ≤ 𝑖 ≤ 𝑛, is a single vertex while |𝑉| =

⁡𝑛 is a measure the size of the network. Two vertices 𝑣1 and 𝑣2 in a network are 

adjacent when 𝑣1 and 𝑣2 are connected via an edge, i.e. 𝑣1 is adjacent to 𝑣2 ≡ 

𝑒(𝑣1, 𝑣2) ∈ 𝐸. In a similar fashion, edges in a network are represented in 

(Zafarani et al., 2014) by: 

𝐸(𝐺) = {𝑒1, 𝑒2, … , 𝑒𝑚}                                                  (3.2) 

where 𝐸 is the set of edges and 𝑒𝑖 , 1 ≤ 𝑖 ≤ 𝑚, is a single vertex while |𝐸| = ⁡𝑚 

is a measure the size of the edges set. In a directed graph (usually represented 

using arrows, an edge 𝑒(𝑣𝑖 , 𝑣𝑗) is represented using an arrow that starts at 𝑣𝑖 

and ends at 𝑣𝑗. Edges that start and end at the same vertex are called loops or 

self-links and are represented as 𝑒(𝑣𝑖 , 𝑣𝑖). Two edges 𝑒1(𝑎, 𝑏) and 𝑒2(𝑐, 𝑑) are 

incident when they share one endpoint (connected via a vertex), i.e. 𝑒1(𝑎, 𝑏) is 

incident to 𝑒2(𝑐, 𝑑) ≡ (𝑎 = 𝑐) ∨ (𝑎 = 𝑑) ∨ (𝑏 = 𝑐) ∨ (𝑏 = 𝑑).  
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 There are a variety of text-based and visual methods for representing 

network data. The text-based methods which include adjacency or edge list, 

adjacency matrix, incidence matrix, eXtensible Markup Language (XML), and 

JavaScript Object Notation (JSON) are usually the input formats for most of the 

visual techniques and are more suitable for representing large networks 

(Golbeck, 2013). These representations are also very useful because they are 

able to store the vertex and edge sets in a way that (i) does not lose information, 

(ii) can be easily manipulated by computers, and (iii) can have mathematical 

methods applied easily (Zafarani et al., 2014). Given that the number of vertices 

in a network 𝐺 is 𝑛⁡ = |𝑉(𝐺)| while the number of edges in the same network is 

𝑚⁡ = |𝐸(𝐺)|, let’s say that vertices are given by 𝑉(𝐺) = {𝑣1, 𝑣2, … , 𝑣𝑛} while 

the edges are given by 𝐸(𝐺) = {𝑒1, 𝑒2, … , 𝑒𝑛}, the following definition then 

follows from (Samatova et al., 2013): 

Adjacency and edge List: in an adjacency list, every vertex is linked with a list 

of all the vertices that are connected to it while in an edge list each element is an 

edge and is represented as (𝑣𝑖 , 𝑣𝑗), denoting that vertex 𝑣𝑖 is connected to 

vertex 𝑣𝑗 (Zafarani et al., 2014). The adjacency list representation of 𝐺 is a list of 

length 𝑛 such that the 𝑖𝑡ℎ element of the list is a list that contains one element 

for each vertex adjacent to 𝑣𝑖. An adjacency list requires about 𝑛 + 2𝑚 bytes for 

an undirected graph and about 𝑛 +𝑚 bytes for a directed graph to be 

represented. One can easily find vertices that are adjacent to the 𝑖𝑡ℎ vertex using 

algorithms for finding a path between two vertices that can run in 𝑂(𝑛 +𝑚)⁡time. 

Adjacency list and edge list representations takes significantly less space for 

large and sparse or low-density networks hence useful for persistent storage and 

internal data representation. The disadvantage of this representation however, is 

that it only allows iterating over the edges, but not fast search or traversal through 

the network (Tsvetovat and Kouznetsov, 2011). 

Adjacency Matrix: the adjacency matrix, also known as a sociomatrix 

representation of 𝐺 is a 𝑛⁡𝑋⁡𝑛 matrix. A value of 1 in the adjacency matrix 

indicates a connection between vertices 𝑣𝑖 and 𝑣𝑗, and a 0 denotes no 
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connection between the two vertices. This means if 𝑎𝑟,𝑐 is the value in the matrix 

at row 𝑟 and column 𝑐, then 𝑎𝑟,𝑐 = 1 if 𝑣𝑟 is adjacent to 𝑣𝑐; otherwise, 𝑎𝑟,𝑐 = 0. 

In a general sense however, any real number can be used to show the strength 

of relationships between two vertices. In the adjacency matrix representation, 

diagonal entries represent self-links or loops (Zafarani et al., 2014). With 

adjacency matrix representation, one can easily answer whether 𝑣𝑟 and 𝑣𝑐 are 

adjacent or in general whether there is an edge between two vertices. About 𝑛2 

bytes is required to represent an adjacency matrix. Despite its popularity, the 

major downside of adjacency matrix is that 𝑎𝑟,𝑐 = 0 cells take the same amount 

of memory as the other cells, the ratio of 𝑎𝑟,𝑐 = 1 cells to 𝑎𝑟,𝑐 = 0 is called 

density and most online social networks have density of 0.1% or less and the 

larger a social network is, the lower its density will be (Tsvetovat and Kouznetsov, 

2011). This is called sparse matrix because it populated primarily with zeros is 

often the case in in most social networks because of the relatively small number 

of interactions among the actors. According to (Zafarani et al., 2014), an 

adjacency matrix is commonly formalised as: 

𝐴𝑖,𝑗 = {
1⁡⁡⁡⁡⁡if⁡v𝑖 ⁡is⁡connected⁡to⁡v𝑗,

0⁡otherwise.
                                     (3.3) 

Incidence Matrix: the incidence matrix representation of 𝐺 is a 𝑛⁡𝑋⁡𝑚 matrix. If 

𝑎𝑟,𝑐 is the value in the matrix at row 𝑟 and column 𝑐 then: 

 If 𝐺 is undirected, 𝑎𝑟,𝑐 = 1 if 𝑣𝑟 is the head or the tail of 𝑒𝑐; 

otherwise,⁡𝑎𝑟,𝑐 = 0. 

 If 𝐺 is directed, 𝑎𝑟,𝑐 = −1 if 𝑣𝑟 is the tail of 𝑒𝑐; 𝑎𝑟,𝑐 = 1 if 𝑣𝑟 is the head 

of 𝑒𝑐,⁡𝑎𝑟,𝑐 = 0 if 𝑒𝑐 is a loop; otherwise, 𝑎𝑟,𝑐 = 0. 

With incidence matrix representation, one can easily find which vertices make up 

an edge. 
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Other representations: other commonly used network representation methods 

enumerated in (Golbeck, 2013) include JSON and XML, using standards such as 

the Graph Markup Language (GraphML) and Friend Of A Friend (FOAF). 

3.3.2. Network Structures and Properties 

When trying to understand networks, one often want to identify important vertices 

or get a sense of how interconnected a network is compared to other networks. 

Beyond vertices and edges, there are some fundamental structures and 

properties that are important for describing and understanding networks, these 

include descriptions of vertices, their connections, and their roles in the network 

(Tsvetovat and Kouznetsov, 2011). What follows next are the fundamental 

definitions of vertex, edge, and network specific measures that find application in 

our experimental work. 

Vertex and Edge Measures: fundamental vertex and edge specific measures 

include: degree, degree centrality, closeness centrality, betweenness centrality, 

eigenvalue centrality, PageRank and local clustering coefficient.  

 Neighbourhood: for any vertex 𝑣𝑖, in an undirected network, the set of 

vertices it is connected to via an edge is called its neighbourhood and is 

represented as 𝑁(𝑣𝑖). However, in directed networks, the vertex 𝑣𝑖 has 

incoming neighbours 𝑁𝑖𝑛(𝑣𝑖) which are vertices that connect to 𝑣𝑖 and 

outgoing neighbours 𝑁𝑜𝑢𝑡(𝑣𝑖) which are vertices that 𝑣𝑖 connects to. 

 Degree: the degree of a vertex 𝑣𝑖 in an undirected network, denoted as 

𝑑𝑣𝑖 is the number of edges connected to the vertex. In the case of directed 

network, vertices have in-degrees (number of edges pointing toward the 

vertex) denoted as 𝑑𝑖𝑛𝑣𝑖 and out-degrees (number of edges pointing away 

from the vertex) denoted as 𝑑𝑜𝑢𝑡𝑣𝑖. Some interesting properties of vertex 

degree include the following: 

 In an undirected network, there is an even number of vertices 

having odd degree. 

 The summation of all vertex degrees in an undirected network is 

equal to twice the number of edges, i.e.  ∑ 𝑑𝑣𝑖𝑖 = 2|𝐸|. 
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 In a directed network, the summation of in-degrees is equal to the 

summation of out-degrees, i.e. ∑ 𝑑𝑖𝑛𝑣𝑖 = ∑ 𝑑𝑜𝑢𝑡𝑣𝑗 ⁡𝑗𝑖 . 

 Centrality: it defines how important a vertex is within a network. There are 

many metrics for measuring vertex centrality in a network, each metric 

taking a different view on what a central vertex is. Commonly used centrality 

measures include the following: 

 Degree Centrality: it ranks vertices with more connections higher 

in terms of centrality. The degree centrality 𝐶𝑑 for vertex 𝑣𝑖 in an 

undirected network is given in (Zafarani et al., 2014) as follows: 

𝐶𝑑(𝑣𝑖) = 𝑑𝑣𝑖                                          (3.4) 

In a directed network, degree centrality can be measured using (i) 

in-degrees (𝑑𝑖𝑛𝑣𝑖) which measures prominence or prestige, (ii) out-

degrees (𝑑𝑜𝑢𝑡𝑣𝑖) which measures gregariousness, or (iii) the 

combination of both which means ignoring edge directions and 

equivalent to measuring the degree centrality of an undirected 

network. These equations also defined in (Zafarani et al., 2014) are 

given in equations (3.5), (3.6), and (3.7) respectively. 

 𝐶𝑑(𝑣𝑖) = 𝑑𝑖𝑛𝑣𝑖                                                   (3.5) 

 𝐶𝑑(𝑣𝑖) = 𝑑𝑜𝑢𝑡𝑣𝑖                                                (3.6) 

 𝐶𝑑(𝑣𝑖) = 𝑑𝑖𝑛𝑣𝑖 + 𝑑𝑜𝑢𝑡𝑣𝑖                                  (3.7) 

It also follows that the degree centrality measure requires 

normalisation to be able to be utilised for comparing centrality 

values across different networks. The normalisation can be carried 

by using any of the following methods (i) maximum possible degree, 

(ii) maximum degree, or (iii) degree sum. These equations also 

defined in (Zafarani et al., 2014) are given in equations (3.8), (3.9), 

and (3.10) respectively. 
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𝐶𝑑
𝑛𝑜𝑟𝑚(𝑣𝑖) =

𝑑𝑣𝑖

𝑛−1
                                               (3.8) 

𝐶𝑑
𝑚𝑎𝑥(𝑣𝑖) =

𝑑𝑣𝑖

𝑚𝑎𝑥𝑗𝑑𝑣𝑗
                                           (3.9) 

𝐶𝑑
𝑠𝑢𝑚(𝑣𝑖) =

𝑑𝑣𝑖
∑ 𝑑𝑣𝑗𝑗

=
𝑑𝑣𝑖

2|𝐸|
=

𝑑𝑣𝑖

2𝑚
                         (3.10) 

 Eigenvector Centrality: the eigenvector centrality tries to 

generalise degree centrality by incorporating the importance of 

vertex neighbours in undirected networks or incoming vertex 

neighbours in directed networks. The eigenvector centrality (𝑐𝑒𝑣𝑖) 

of a vertex 𝑣𝑖 defined in (Zafarani et al., 2014) is computed using 

equation (3.11) as a function of the vertex neighbours’ centralities. 

Adjacency matrix 𝐴 of the network is utilised in the equation in order 

to keep track of the vertex neighbours. 

𝑐𝑒(𝑣𝑖) =
1

𝜆
∑ 𝐴𝑗,𝑖
𝑛
𝑗=1 (𝑐𝑒𝑣𝑗)                      (3.11) 

where 𝜆 is some fixed constant. Equation (3.11) can be rewriting as 

𝜆𝐶𝑒 = 𝐴𝑇𝐶𝑒, where 𝐶𝑒 = (𝐶𝑒(𝑣1), 𝐶𝑒(𝑣2),… , 𝐶𝑒(𝑣𝑛))
𝑇 is the 

eigenvector of adjacency matrix 𝐴𝑇 and 𝜆 is the corresponding 

eigenvalue. One limitation of eigenvalue centrality is that a vertex 

despite having many edges connected to it can have its eigenvector 

centrality value becomes zero. This is the case in directed networks 

since centrality is only passed when we have (outgoing) edges. 

 Katz Centrality: in order to overcome the limitations of eigenvector 

centrality in directed networks, Katz centrality adds a bias term 𝛽 to 

the eigenvector centrality value. The Katz centrality value is defined 

in (Zafarani et al., 2014) and given by: 

𝐶𝐾𝑎𝑡𝑧(𝑣𝑖) = 𝛼∑ 𝐴𝑗,𝑖
𝑛
𝑗=1 𝐶𝐾𝑎𝑡𝑧(𝑣𝑗) + 𝛽                      (3.12) 
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where 𝛼 is a constant for controlling the effects of the. Similar to 

eigenvector centrality, Katz centrality also encounters some 

challenges associated with directed networks. One such challenge 

is that once a vertex becomes an authority (having high centrality), 

it then behave in an undesirable manner by passing all its centrality 

along all of its out links. 

 PageRank: in order to overcome the limitations of Katz centrality, 

PageRank centrality divides the value of passed centrality by the 

number of outgoing links (out degree) from that vertex such that 

each connected neighbour gets a fraction of the source vertex 

centrality. PageRank is also defined in (Zafarani et al., 2014) as: 

𝐶𝑝(𝑣𝑖) = 𝛼∑ 𝐴𝑗,𝑖
𝑛
𝑗=1

𝐶𝑝(𝑣𝑖)

𝑑𝑣𝑗
𝑜𝑢𝑡 + 𝛽                           (3.13) 

where 𝑑𝑣𝑗
𝑜𝑢𝑡 is non-zero. 

 Betweenness Centrality: the goal of betweenness centrality it to 

determine how important vertices are in connecting other vertices, 

for a vertex 𝑣𝑖, the betweenness centrality is measured by 

computing the number of shortest paths between other vertices that 

pass through 𝑣𝑖. Equation (3.14) defined in (Zafarani et al., 2014) 

is used to measure 𝑣𝑖 ’s betweenness centrality or the central role 

it plays in connecting any pair of vertices 𝑠 and 𝑡. 

𝐶𝑏(𝑣𝑖) = ∑
𝜎𝑠𝑡(𝑣𝑖)

𝜎𝑠𝑡
𝑠≠𝑡≠𝑣𝑖                              (3.14) 

where 𝜎𝑠𝑡, also known as information pathways, is the number of 

shortest paths from vertex 𝑠 to 𝑡, and 𝜎𝑠𝑡(𝑣𝑖) is the number of 

shortest paths from 𝑠 to 𝑡⁡that pass through 𝑣𝑖. Similar to degree 

centrality, betweenness centrality needs to normalised before it can 

be used to compare vertices across networks. This is achieved by 
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computing the maximum value it takes i.e. ∀(𝑠, 𝑡), 𝑠 ≠ 𝑡 ≠ 𝑣𝑖 , 

𝜎𝑠𝑡(𝑣𝑖)

𝜎𝑠𝑡
= 1. 

 Closeness Centrality: the intuition of centrality here is that the 

more central vertices are, the more quickly they can reach other 

vertices. This also means that the central vertices have a smaller 

average shortest path length to other vertices. Closeness centrality 

is defined in (Zafarani et al., 2014) as: 

𝐶𝑐(𝑣𝑖) =
1

𝑙𝑣̅𝑖
                                    (3.15) 

where 𝑙𝑣̅𝑖 =
1

𝑛−1
∑ 𝑙𝑖,𝑗𝑣𝑗≠𝑣𝑖  is vertex 𝑣𝑖 ’s average shortest path 

length to other vertices. 

 Local Clustering Coefficient: estimates how strongly neighbours of a 

vertex 𝑣𝑖 (vertices adjacent to 𝑣𝑖) are themselves connected. This is also a 

measure of transitivity (linking behaviour) at the vertex level. Local 

clustering coefficient is defined in (Zafarani et al., 2014) as: 

𝐶(𝑣𝑖) =
𝑁𝑢𝑚𝑏𝑒𝑟⁡𝑜𝑓⁡𝑃𝑎𝑖𝑟𝑠⁡𝑜𝑓⁡𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠⁡𝑜𝑓⁡𝑣𝑖⁡𝑡ℎ𝑎𝑡⁡𝑎𝑟𝑒⁡𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑

𝑁𝑢𝑚𝑏𝑒𝑟𝑠⁡𝑜𝑓⁡𝑝𝑎𝑖𝑟𝑠⁡𝑜𝑓⁡𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠⁡𝑜𝑓⁡𝑣𝑖
     (3.16) 

Network Measures: measures that can be used to describe the structure of the 

entire network include: density, degree distribution, connectivity and 

centralisation. These are defined in (Zafarani et al., 2014) as follows: 

 Degree Distribution: as the name suggests, degree distribution simply 

describes the distribution of all vertex degrees in a network. The degree 

distribution 𝑃(𝑑), gives the probability that a randomly selected vertex 𝑣𝑖  

has degree 𝑑𝑣𝑖. Because 𝑃(𝑑) is a probability distribution ∑ 𝑃(𝑑) =∞
𝑑=0

1. In a network with 𝑛 vertices,⁡𝑃(𝑑) is defined as: 

𝑃(𝑑) =
𝑛𝑑

𝑛
                                           (3.17) 
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where 𝑛𝑑 is the number of vertices with degree 𝑑. Usually, 𝑃(𝑑) is plotted 

as a histogram in which the x-axis represents the degree (𝑑) while the y-

axis represents either the number of vertices having that degree (𝑛𝑑) or 

the fraction of vertices having that degree 𝑃(𝑑). 

 Connectivity: a network is connected if there exists a path between any 

pair of its vertices. A vertex 𝑣1 is connected to a vertex 𝑣𝑗 (or 𝑣𝑗 is 

reachable from 𝑣𝑖) if it is adjacent to it or there exists a path from 𝑣𝑖 to 𝑣𝑗. 

A directed network is weakly connected if there exists a path between any 

pair of vertices, without following the edge directions (i.e., directed edges 

are replaced with undirected edges). The network is however, strongly 

connected if there exists a directed path (following edge directions) 

between any pair of vertices. 

 Components: a component in an undirected network is a subgraph such 

that, there exists a path between every pair of vertices inside the 

component. A component in a directed network is strongly connected if, 

for every pair of vertices 𝑣𝑖 and 𝑣𝑗, there exists a directed path from 𝑣𝑖 to 

𝑣𝑗 and one from 𝑣𝑗 to 𝑣𝑖. The component is weakly connected if replacing 

the directed edges with undirected edges results in a connected 

component. 

 Centralisation: using the distribution of vertex centrality measures to 

understand a network as a whole.  

 Shortest Path: in a connected network with multiple paths existing 

between any pair of vertices, the path that has the shortest length (𝑙𝑖,𝑗) is 

called the shortest path. 

 Diameter: the diameter of a connected network is defined as the length of 

the longest shortest path between any pair of vertices in the network, i.e.  

𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟 = max
(𝑣,𝑣𝑗)∈𝑉𝑋𝑉

𝑙𝑖,𝑗                                (3.18) 

 Transitivity and Clustering Coefficient: transitivity measures linking 

behavior or how edges are formed in a social network. A transitive behavior 
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in a network requires at least three edges which along with the participating 

vertices create a triangle. Higher transitivity in a network results in a denser 

network, which in turn is closer to a complete graph. Therefore, we can 

determine how close graphs are to the complete graph by measuring their 

transitivity using the global clustering coefficient. Clustering coefficient is 

the probability that any two randomly chosen neighbours of a vertex 𝑣𝑖 in 

a network are connected themselves. Transitivity is observed when 

triangles are formed and is analysed using clustering coefficient given by: 

𝐶 =
(𝑁𝑢𝑚𝑏𝑒𝑟⁡𝑜𝑓⁡𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒𝑠)𝑋3

Number⁡of⁡connected⁡triples⁡of⁡vertices
                         (3.19) 

where a triple is an ordered set of three vertices, connected by two (i.e., 

open triple) or three (closed triple) edges.  

 Reciprocity: counts the number of reciprocal pairs in a network. When all 

edges are reciprocal, any directed network can have a maximum of 
|𝐸|

2
⁄  

pairs, hence its reciprocity can be computed using the adjacency matrix of 

the network 𝑨 using equation (3.18). 

𝑅 =
∑ 𝐴𝑖,𝑗𝐴𝑗,𝑖𝑖,𝑗,𝑖<𝑗

|𝐸|
2⁄

                                                   (3.20) 

 Density: a measure of how many edges are in a given set compared to the 

maximum possible number of edges in the network is or the ratio of the 

number of edges |𝐸| that a network has over the maximum it can have 

(|𝑉|
2
): 

𝛾 =
|𝐸|

(|𝑉|2 )
                                                          (3.21) 

Once a network has been constructed and measurements have been calculated, 

the resulting dataset can be used for many applications. 

3.3.3. Network Communities 

A useful way to understand a large network is to analyse some sections or 

subgraphs of the network often referred to as egocentric networks, this allows us 

to identify common social roles and structures. Network communities are groups 
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of vertices that are similar to each other based on certain criteria, each vertex 

ends up in a cluster whose vertices are most similar to it irrespective of whether 

they are connected by an edge or not (Fortunato, 2010). In a network whose 

vertices can be assigned positions and embedded in an 𝑛 dimensional Euclidean 

space, the similarity or dissimilarity between the vertices can be computed using 

any norm (𝑙𝑚) such as: the Euclidean distance (𝑙2⁡𝑛𝑜𝑟𝑚) and Taxi cab or 

Manhattan distance (𝑙1−𝑛𝑜𝑟𝑚), another important class of measures of vertex 

similarity is based on properties of random walks on graphs (Pons and Latapy, 

2006).  

 A community can be real-world or virtual and explicit (such as LinkedIn, 

Yahoo, or Facebook groups) or implicit (such as individuals with the same taste 

for certain movies on a movie rental site or online vendors selling similar 

products), it describes as a group of individuals with shared interests or 

characteristics often interacting with one another. In the context of this research, 

the study of groups or communities in social networks is essential in 

understanding organised crimes which are mainly observable in a group setting. 

Among the many tasks geared towards understanding social network groups 

include community detection and evaluation as well as the temporal analysis of 

communities (Zafarani et al., 2014).  

Community Detection: is aimed at finding implicit communities, for instance, we 

can use vertices to represent products or Webpages and then use edges 

between the vertices based on some similarity metrics to detect a group of 

individuals at the same location, with the same gender, or who bought the same 

products. Community detection algorithms try to find dense subgraphs in 

networks through the optimisation of some criteria and the use of heuristics. 

Given a network 𝐺(𝑉, 𝐸), the task of community detection is to find a set of 

communities {𝐶𝑖}𝑖=1
𝑛

 in 𝐺 such that ∪𝑖=1
𝑛 𝐶𝑖 ⊆ 𝑉. There are many community 

detection approaches and algorithms, the authors of (Zafarani et al., 2014) 

categorised these approaches as either (i) membership-based, where the interest 

is on grouping vertices with respect to some attributes or measures such as 

similarity, degree, or reachability or (ii) group-based, where the interest is on 

finding communities that are modular, balanced, dense, robust, or hierarchical. 
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 A membership-based community detection algorithm should assign 

members with similar characteristics to the same community. The algorithm 

search for subgraphs in a network and only subgraphs that have vertices with 

specific characteristics (such as vertex similarity, degree or familiarity, and 

reachability) are considered as communities. Cliques are the most common 

searched subgraph in networks based on vertex degrees. A clique requires that 

all objects of a subgraph are connected to each other while a 𝑘 −clique is a 

complete subset of size 𝑘 of a network (Sarvari et al., 2014).  Clique percolation 

method (Palla et al., 2005) is a well-known algorithm for searching cliques in a 

network. In terms of vertex reachability, one seek subgraphs where vertices are 

reachable from other vertices via a path. Finally, in terms of vertex similarity, one 

seek to measure the similarities among vertices and assigned the most similar 

vertices to be in the same community. The concept of structural equivalence 

where similarity is inferred from the adjacency relationships between vertices is 

used for networks that cannot be embedded in space. Structural equivalence 

methods are usually utilised to measure vertex similarities while clustering 

algorithms are commonly used to find communities (Zafarani et al., 2014). 

 It also follows from (Zafarani et al., 2014) that the goal of group-based 

community detection is to seek communities that are modular, balanced, dense, 

robust, or hierarchical. In balanced group-based community detection, a more 

balanced and natural partitioning of the network into communities is obtained by 

utilising variants of minimum cut methods that define an objective function for 

minimising (or maximising) during the cut-finding procedure. In robust group-

based community detection, the goal is to find subgraphs robust enough such 

that removing some edges or vertices does not disconnect the k-connected 

subgraph. In modularity group-based community detection, the goal is to 

measure the distant between real world communities from randomly generated 

communities in a network. Modularity maximisation tries to maximize this 

distance. Consider a partitioning of the network 𝐺 into 𝑘 partitions 𝑃 =

𝑃1, 𝑃2, …𝑃𝑘. For a partition 𝑃𝑥, this distance is defined in (Zafarani et al., 2014) 

as: 
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∑ 𝐴𝑖,𝑗 −
𝑑𝑣𝑖𝑑𝑣𝑗

2𝑚𝑣1,𝑣2∈𝑃𝑥                                     (3.22) 

It also follows from (Zafarani et al., 2014) that the distance is generalised as in 

equation (3.23) for partitioning 𝑃 with 𝑘 partitions. 

∑ ∑ 𝐴𝑖,𝑗−
𝑑𝑣𝑖𝑑𝑣𝑗
2𝑚𝑣1,𝑣2∈𝑃𝑥

𝑘
𝑥=1                                  (3.23) 

And finally, the normalised version of this distance also defined in (Zafarani et al., 

2014) also defined in equation (3.24) as modularity 𝑄. 

𝑄 =
1

2𝑚
〈∑ ∑ 𝐴𝑖,𝑗 −

𝑑𝑣𝑖𝑑𝑣𝑗

2𝑚𝑣1,𝑣2∈𝑃𝑥
𝑘
𝑥=1 〉                       (3.24) 

In modularity group-based community detection, the goal is to seek dense 

communities which have sufficiently frequent interactions. A network 𝐺 =

(𝑉, 𝐸)⁡is dense if |𝐸| ≥ 𝛾 =
|𝐸|

(|𝑉|2 )
, where 𝛾 is the network density (Zafarani et 

al., 2014). Typical examples of dense communities are cliques, clubs, and clans. 

Finally, in hierarchical group-based community detection, the goal is to seek 

communities at a single level but in form of hierarchies with sub or super 

communities. Hierarchical clustering (agglomerative or divisive) algorithms are 

commonly used methods for community detection in networks while dendrogram 

is used to visualise how communities are merged or split using the algorithm. The 

Girvan-Newman algorithm (Girvan and Newman, 2002) is commonly used to find 

communities using divisive hierarchical clustering.  

 There are two major approaches to evaluate how accurately a network 

community detection task has been performed (Zafarani et al., 2014). The first 

approach is when the ground truth is available or when there is at least a partial 

knowledge of what communities should look like, in this case, any of the following 

evaluation measures are used: precision and recall, F-measure, purity, and 

normalised mutual information (NMI). Precision (P), which measures the fraction 

of vertex pairs that the community detection algorithm has correctly assigned to 

the same community and Recall (R), which measures the fraction of vertex pairs 

that the algorithm assigned to the same community of all the pairs that should 
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have been in the same community is defined in equation (3.25) and equation 

(3.26) in (Zafarani et al., 2014) respectively. 

𝑃 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                               (3.25) 

𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                               (3.26) 

The terms in these equations are defined thus (i)True Positive (𝑇𝑃): which 

means similar vertices are assigned to the same community, (ii) True Negative 

(𝑇𝑁): which means dissimilar vertices are assigned to different communities, (iii) 

False Negative (𝐹𝑁): which means similar vertices are assigned to different 

communities, (iv) False Positive (𝐹𝑃): which means dissimilar vertices are 

assigned to the same community. According to (Zafarani et al., 2014), F-Measure 

uses harmonic mean to consolidate precision and recall into one measure and is 

given in equation (3.27). 

𝐹 = 2
𝑃𝑅

𝑃+𝑅
⁡                                              (3.27) 

Purity is the fraction of vertices that have labels equal to their community’s 

majority label. First, we assume that the majority of a community represents the 

community, we then use the label of the majority against the label of each vertex 

in the community to evaluate the algorithm. Purity is given in (Zafarani et al., 

2014) as: 

𝑝𝑢𝑟𝑖𝑡𝑦 =
1

𝑁
∑ max

𝑗
|𝐶𝑖 ∩ 𝐿𝑗|

𝑘
𝑖=1                                  (3.28) 

where 𝑘 is the number of communities, 𝑁 is the total number of vertices, 𝐿𝑗 is the 

set of instances with label 𝑗 in all communities, and 𝐶𝑖 is the set of members in 

community 𝑖. Mutual information (MI) measures the amount of information that 

two random variables share. MI can be used to measure the information that a 

cluster or community carries regarding the ground truth. According to (Zafarani 

et al., 2014), Normalised mutual information (𝑁𝑀𝐼) is given in equation (3.29). 
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𝑁𝑀𝐼 = ∑ ∑ 𝑛ℎ,𝑙 log
𝑛∗𝑛ℎ,𝑙

√(∑ 𝑛ℎ log
𝑛ℎ
𝑛ℎ∈𝐻 )(∑ 𝑛𝑙 log

𝑛𝑙
𝑛𝑙∈𝐿 )

𝑙∈𝐿ℎ∈𝐻              (3.29) 

where 𝐿 and 𝐻 are labels and found communities, 𝑛ℎ and 𝑛𝑙 are the number of 

data points in community ℎ and with label 𝑙, respectively while 𝑛ℎ.𝑙 is the number 

of vertices in community ℎ and with label 𝑙 and finally, 𝑛 is the number of vertices. 

It then follows that an 𝑁𝑀𝐼 value close to one indicates high similarity between 

the communities detected and labels. A value close to zero indicates a long 

distance between them. These methods finds application in our experimental 

work. 

3.4. Inferring Hidden Ties in Crime Data 

The main challenge of data extraction for network analysis lies in the choice of 

network elements (vertices, relationships or edges, and attributes) that can best 

answer the targeted research questions. Depending on the problem at hand, 

common choices for these network elements include individuals, groups, 

organisations, bank accounts, products, URL’s, resources, affiliates, and Internet 

infrastructures for vertices; the common choices for edges include friendship, 

ownership, distribution, advertisement (the edges can be binary, weighted, 

directed, undirected, multipartite or multiplex relationship); and finally the choices 

for attributes are usually additional information such as location, colour, and time. 

The extraction of these network elements is straight forward in structured data 

with known connections such as police records or criminal mobile phone records.. 

This study focused on situations where the direct extraction of these network 

elements is not feasible. Common approaches include the extraction and linking 

of network elements from a semi or unstructured data such as text documents 

and narratives (Ball, 2013), in this case the network elements may constitute the 

union of all statements per text document, vertices can be concepts or ideational 

kernels represented by one or more words, while edges are the links between 

two or more concepts.    

3.4.1. Network of Items Co-occurrences 

Recall that the goal of this chapter is to infer network elements from crime data 

in order to unmask social structures that can be disrupted by law enforcement 
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agencies. Of special interest to this research is organised crime and gang 

structure which was described in (Ball, 2013) as typically fluid and informal but 

far from random. A situations in a criminal dataset where there are no data on 

direct connection among criminals was modelled in a previous work in Appendix 

IV, the model utilised the concept of co-occurrence in (Leydesdorff and Vaughan, 

2006) and (Buzydlowski, 2015) which is simply the counting of paired data within 

a collection unit (such as an online pharmacy shopping cart with purchased 

medications, locations, vendors, and buyers as variables in the data). Once the 

items and collection units are defined, the co-occurrence counts which indicate 

an association between items can then be derived. This is usually represented 

by a co-occurrence matrix, with the items of interest occupying the rows and 

columns while their intersection indicates the co-occurrence. The association 

between items is made stronger with each additional pairing until non-trivial 

patterns emerge. The co-occurrence matrix will then finally be transformed into a 

𝑘-partite network depending on the vertex type. Bipartite or 2-partite network will 

be used to demonstrate how ties can be inferred from crime data. The following 

definitions of some basic SNA terms were adapted (Latapy et al., 2008), (Opsahl, 

2013), and (Zafarani et al., 2014). 

Definition 3.1. A bipartite network 𝐺𝐵 = (𝐴, 𝐵, 𝐸) is a network formed by two 

non-overlapping sets of vertices 𝐴 and 𝐵 and by a set of edges 𝐸, such that 

every edge joins a vertex in 𝐴 with a vertex in 𝐵. The number of vertices in set 𝐴 

is denoted by 𝑛𝑎 while the number of vertices in set 𝐵 is denoted by 𝑛𝑏. If 𝑉 

represent the total vertices in the network then 𝑉 = 𝐴 ∪ 𝐵, 𝐴 ∩ 𝐵 = ∅, and 

𝐸 ⊆ 𝐴⁡𝑋⁡𝐵. Bipartite networks are extremely useful in representing the 

membership or affiliation of one vertex 𝑣𝑖 to a group (see Fig. 3.1), for example 

actors-movies, vendor-products, and researcher-papers affiliations. 

Definition 3.2. The incidence matrix of a bipartite network 𝐺𝐵 = (𝐴, 𝐵, 𝐸) is 

𝑛𝑎⁡𝑋⁡𝑛𝑏 matrix of elements 𝐴𝑥,𝑦 defined in (Latapy et al., 2008) as follows: 

𝐴𝑥,𝑦 = {
1⁡⁡⁡⁡⁡⁡⁡⁡𝑖𝑓⁡𝑣𝑒𝑟𝑡𝑖𝑐𝑒𝑠⁡𝑣𝑥⁡𝑎𝑛𝑑⁡𝑣𝑦⁡𝑎𝑟𝑒⁡𝑙𝑖𝑛𝑘𝑒𝑑

0⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
            (3.30) 



 

100 
 

For unweighted and undirected bipartite network or 

𝐴𝑥,𝑦 = {
𝑤𝑥,𝑦⁡𝑖𝑓⁡𝑣𝑒𝑟𝑡𝑖𝑐𝑒𝑠⁡𝑣𝑥⁡𝑎𝑛𝑑⁡𝑣𝑦⁡𝑎𝑟𝑒⁡𝑙𝑖𝑛𝑘𝑒𝑑⁡𝑤𝑖𝑡ℎ⁡𝑤𝑒𝑖𝑔ℎ𝑡⁡𝑤𝑥,𝑦

0⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
⁡(3.31) 

For weighted and undirected bipartite network. 

 

Fig.3.1. A typical bipartite network representation  

Definition 3.3. Bipartite network projection is a process of transforming a bipartite 

network into its unipartite components so that existing methods and algorithms 

can be applied in the analysis of the network. Fig.3.2 is an illustration in (Kitsak 

and Krioukov, 2011) of bipartite network projection for nine vertices (1,2,… , 9) 

belonging to four different groups (𝐴, 𝐵, 𝐶, 𝐷). The resulting networks in Fig. 

3.2(a) and Fig.3.2(b) are unipartite components of the original network. 

3.4.2. Bipartite Network Projection 

Given a data with labelled instances of crime incidents, the goal here is to 

construct bipartite network based on co-occurrence concepts and then project 

the network to its unipartite networks for further analysis. As detailed in Appendix 

IV, let 𝐴⁡ = ⁡ {𝑎1, 𝑎2, … , 𝑎𝑖}, represent the vertex sets of vendors and 𝐵⁡ =

⁡{𝑏1, 𝑏2, … , 𝑏𝑖}, represent the vertex sets of products, let’s assume only vendors 
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and products are associated by an edge and that there is no between vendor-

vendor or product-product association. 

 

Fig.3.2. Bipartite network (a) and its unipartite projections (b) and (c) 

The set of edges or relationships 𝐸 ⊆ 𝐴⁡𝑋⁡𝐵, are the initiated actions such as 

the manufacture or sale of a product by a vendor while the edge weights 

represent the total co-occurrences of similar actions. The pairs 𝑎𝑥, 𝑏𝑦 denote a 

vendor 𝑎𝑥, who is associated to a product 𝑏𝑦. The sets 𝐴, 𝐵, and 𝐸 can be 

represented as a bipartite graph 𝐺 = (𝐴 ∣ 𝐵, 𝐸), where 𝐴 and 𝐵 are called the 

partite sets of the network vertices that are connected by an edge iff⁡(𝑎𝑥, 𝑏𝑦⁡) ∈

𝐸, with 1 ≤ 𝑥 ≤ 𝑖 and 1 ≤ 𝑦 ≤ 𝑗 where 𝑖 is the number of unique vendors and 

𝑗 is the number of unique products in the network. The cardinality or the number 

of edges in the bipartite graph is represented by 𝑛 = |𝐸|. The pairs 𝑎𝑥, 𝑏𝑦 can 

also be represented as 𝑏𝑦 , 𝑎𝑥 denoting a product 𝑏𝑦 associated by a vendor 𝑎𝑥, 

hence the vendor-product network can be represented by a weighted undirected 

bipartite network 𝑀𝑖𝑥𝑗. In order to infer ties among vendors in the network, the 

bipartite network 𝑀𝑖𝑥𝑗 ⁡is transformed to its unipartite components 𝐴 and 𝐵 or 

vendor-vendor and product-product network respectively. These networks are 

obtained in a process called bipartite projection described in (Latapy et al., 2008). 
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3.5. Experimental Work 

This section reports two case studies that were carried out in order to evaluate 

how ties among criminals can be inferred using bipartite network modelling. The 

first case study analysed traditional counterfeiting crime (manufacturer-

manufacturer) network, and the other analysed Darknet (vendor-vendor) network.  

3.5.1. Datasets 

We utilised two datasets in this chapter, the first, denoted as D5 is the MQDB and 

Poor-Quality Medicines Alert data22 described in (Krech et al., 2014) while the 

second dataset denoted as D6 is the archive of Evolution, an online black market 

described in (Compton, 2015) that operated on the Tor network from January 

2014. 

 𝑫𝟓: contains results of the collaborative post-marketing surveillance 

activities from 2003 to 2017 of the Promoting the Quality of Medicines 

(PQM) program to monitor the quality of medicines in the current 16 

participating countries in three continents which include Africa (Ethiopia, 

Ghana, Kenya, Mozambique, and Nigeria), Asia (Cambodia, Lao PDR, 

Philippines, Thailand, and Viet Nam), and South America (Bolivia, 

Colombia, Ecuador, Guatemala, Guyana, and Peru). The MQDB database 

is made available by the United States Pharmacopeia Convention (USP) 

and contains 15913 cases (at the time of writing this report) of more than 

30 therapeutic indications, information of whether the medicine is 

counterfeit or not, and many other metadata.  

 𝑫𝟔: leaked few weeks after it disappeared on March 18, 2015, and 

contains nearly 100 GB of daily crawls of the site dating back to its 

inception. 

3.5.2. Rogue Manufacturer-Manufacturer Network 

According to the INTERPOL, pharmaceutical crime involves the manufacture, 

trade and distribution of fake, stolen or illicit medicines and medical devices, it 

also constitutes the counterfeiting and falsification of medical products, their 

packaging and the associated documentation as well as theft, fraud, illicit 

                                            
22 http://apps.usp.org/app/worldwide/medQualityDatabase  
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diversion, smuggling, trafficking, illegal trade of medical products and the money 

laundering associated with it. Pharmaceutical crime data may be composed of a 

variety of entities such as people, organisations, brands, locations, storefronts, 

websites, bank accounts, and product delivery agencies. These entities may form 

informal networks composed of: (i) thousands of storefronts in various locations 

(ii) affiliate websites run by associates’, (iii) many botnet spamming partners who 

are paid to advertise illicit online pharmacy networks, (iv) covert systems for 

processing online orders, and (v) regular mail or courier services distributors. 

Interactions in any informal network formed among these entities will be very 

difficult to track, this also allows the key actors to evade detection for long periods 

of time. Once these criminal groups are identified and their habits are known, law 

enforcement authorities may begin to assess crime trends in order to forecast 

and hamper the development of perceived future criminal activities (UNODC, 

2011). This is the motivation for this experiment, this study believe that the 

network analysis of pharmaceutical crime data can be useful in modelling indirect 

relationships among important entities involved (for example the criminals which 

include manufacturers, advertisers, and distributors, the products they sell, the 

banks that process their credit and debit card transactions or the delivery services 

used for shipping the products). The tasks in this case study include (i) data 

extraction, (ii) network representation, (iii) vertices and network level analysis and 

(iv) group analysis. 

Data Extraction: using the year of sampling criteria, all the data instances of 𝐷5 

as described in subsection 3.5.1 was extracted. At the time of writing this report, 

the database contains about 15,913 instances of medicines collected and tested 

from 16 countries. The subset of the records with confirmed counterfeiting 

incidents was also extracted by following the custom data extraction guideline. 

The dataset was then filtered by removing duplicate records and all the rows that 

contain Missing, Unknown and N/A instances. The following variables were 

considered most relevant to the task at hand: Year, Manufacturer, Product, 

Country, Province, Dosage, Date of Sample Collection, and Test Result. 

Network Representation: the co-occurrence concept, as described in 

subsection 3.4.1 was then applied in order to construct an undirected, weighted 

bipartite network (see Fig.3.3) between manufacturers (red vertices) with fake 
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incidences and their associated products (green vertices) and called it rogue 

manufacturer-product network. In accordance with equation (3.31), the edge 

weight represents the co-occurrence frequency of the manufacturer-product 

instances. One fundamental assumption made here is that all manufacturers with 

at least one product counterfeiting are rogues. 

 

Fig.3.3. Rogue manufacturer-product bipartite network 

The unipartite manufacturer-manufacturer network that resulted from projecting 

Fig.3.3 is shown in Fig.3.4. The resulting network between the manufacturers 

now becomes the network of interest and can be easily subjected to further 

analysis. 

Manufacturer-Manufacturer Network Analysis: the aggregate metrics of the 

largest connected component of the network in Fig.3.4 will be reported here. SNA 

metrics for understanding network structures and properties introduced in 

subsection 3.3.2 was applied here. Results obtained include: the number of 
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unique vertices = 9, number of unique edges = 19, geodesic distance (diameter) 

= 3, average geodesic distance = 1.4321, and network density = 0.5278. 

 

 

Fig.3.4. Rogue manufacturer-manufacturer network 

The vertex-specific network metric results (see TABLE 3.1.) for the larger 

component was obtained by applying equations (3.4), (3.11), (3.14), and (3.15) 

for a degree, eigenvector, betweenness, and closeness centralities respectively. 

TABLE 3.1. Rogue network vertex-specific metrics 

Vertices Degree Eigenvector Betweenness Closeness 

1_FactoryThree 5 0.149 0 0.083 

1_ANB 5 0.149 0 0.083 

1_Shijiazhuang 5 0.149 0 0.083 

1_Remy 5 0.149 0 0.083 

1_CBF 7 0.163 15 0.111 

1_Acdhon 5 0.149 0 0.083 

1_GPO 2 0.040 0 0.071 

1_Brainy 3 0.041 7 0.077 

1_Tman 1 0.008 0 0.050 

 

Following a similar reasoning in (Nadji et al., 2013), the important vertex in the 

rogue network based on the results in TABLE 3.1 is 1_CBF, this is because it has 

the highest degree and centralities. A vertex with the most neighbours (degrees) 

is often said to be a key member with influence in its local neighbourhood.   
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                   (a) 1_Acdhon           (b) 1_ANB                       (c) 1_CBF 

 

               (d) 1_FactoryThree            (e) 1_Remy               (f) 1_Shijiazhuang 

Fig.3.5. Subgraphs of the rogue network  

Manufacturer-Manufacturer Network Group Analysis: the metrics for 

understanding groups in SNA introduced in subsection 3.3.3 was also applied, 

first, the 1.5 degrees egocentric networks of each vertex was extracted and the 

subgraphs with more than three edges is shown in Fig. 3.5. The star topology of 

the egocentric network of the vertex 1_CBF indicates its relative importance as a 

switch or hub in the rogue network. Four different community detection 

algorithms: Girvan Newman, Clauset Newman Moore, Wakita Tsurumi and 

Walktrap described in (Fortunato, 2010) was also applied in order to study the 

natural clusters in the rogue network. TABLE 3.2 is the summary of the 

community detection results for communities with a minimum of three vertices. 

TABLE 3.2. Rogue network communities 

Algorithms 

Vertices in each 
cluster 

Girvan Newman Clauset Newman 
Moore 

Wakita Tsurumi 

Cluster 1 1_FactoryThree 

1_ANB 
1_Shijiazhuang 
1_Remy 
1_CBF 
1_Acdhon 

1_FactoryThree 

1_ANB 
1_Shijiazhuang 
1_Remy 
 
1_Acdhon 

1_FactoryThree 

1_ANB 
1_Shijiazhuang 
1_Remy 
 
1_Acdhon 

Cluster 2 1_GPO 
1_Brainy 
1_Tman 

1_GPO 
1_Brainy 
1_Tman 
1_CBF 

1_GPO 
1_Brainy 
1_Tman 
1_CBF 

Cluster 3 1_China 
1_Guilin 
1_Medipharco 

1_China 
1_Guilin 
1_Medipharco 

1_China 
1_Guilin 
1_Medipharco 
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The result for the Walktrap method is presented in Fig.3.6. One of the possible 

take away lessons from this study is that when working with massive crime data 

with location and time attributes, these grouping might signal an element of 

organisation among the criminals. These naturally occurring clusters may be 

based on patterns of social ties rather than formal group memberships. These 

analyses may aid security agencies to further investigate whether the clusters are 

actually involved in an organised network, the evolution and duration of the 

network, what sustains it, and how it can be disrupted. 

 

Fig.3.6. Rogue network communities using Walktrap algorithm 

Vertices with a central position in their clusters, i.e. sharing a large number of 

edges with the other group partners, may have an important function of control 

and stability within the group while vertices lying at the boundaries between 

modules may play an important role in mediation and lead the relationships and 

exchanges between different communities. It is interesting to note that most of 

these incidents were recorded in one country. The rogue network was further 

subjected to a more strict community detection methods so as to detect cliques. 

TABLE 3.3 is the clique community detection result. 
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TABLE 3.3. Network clique communities 

Communities Rogue Cliques 

3-clique community 21 

4-clique community 15 

5-clique community 6 

6-clique community 1 

 

There were a total of 43 clique communities starting from a 3-clique community 

in the rogue network. The size of the largest clique community is 6 with a single 

clique. Clique communities in the rogue manufacturer-manufacturer network may 

also lead to the detection of a closely linked organised criminal network. 

3.5.3. Darknet Vendor-Vendor Network 

The Internet is now a catalyst for illicit online pharmacies, marketing falsified 

medicines to the public. According to INTERPOL’s report “Pharmaceutical Crime 

on the Darknet” there are several online market places on the hidden part of the 

internet (Darknet) offering prescription medicines together with cannabis for sale 

to the public, these market places such as Silk Road, Agora and Evolution provide 

online access anonymity via anonymising software such as P2P or Tor and 

payment anonymity via crypto-currencies such as Bitcoin to criminals with 

shipments being sent across the world between source, transit and destination 

countries. According to (McCoy et al., 2012b) and (McCoy et al., 2012a), large-

scale abusive advertising is a profit-driven endeavour, abuse-advertised goods 

and services such as spam-advertised Viagra, search-advertised counterfeit 

software and malware-advertised fake anti-virus has been dominated by an 

affiliate business model comprised of independent advertisers acting as free 

agents acquiring traffic via spam or search, and in turn paid on a commission 

basis by their sponsors who handle the back end, customer service and payment 

processing. Counterfeit pharmaceutical affiliate business models such as 

GlavMed, SpamIt and RX-Promotion involve a range of sponsors providing 

drugstore storefronts, drug fulfilment, shipping, payment processing customer 

service and independent advertisers or affiliates who are paid a commission for 

promoting the program using botnets to send spam email or manipulating search 

engine results (McCoy et al., 2012b). The next experiment will look into how 

networks can be inferred from darknet transactions based on the proposed 



 

109 
 

bipartite network model for inferring ties in crime data. It will also showcase the 

analysis of structures and key persons in the inferred networks. 

Data Extraction: The leaked dataset 𝐷6 described in subsection 3.5.1 was 

downloaded and a sample extracted, the data consists of the product that each 

vendor sells each day categorised under top-level categories such as Drugs, 

Digital Goods, Fraud Related, and Weed. These are further subdivided into 

product-specific pages and each page contains several listings by various 

vendors as illustrated in TABLE 3.4 also available in (Compton, 2015). All records 

for Analgesics category was extracted and more than 5000 records with the 

variables “Vendor”, “Products”, and “Date” was obtained. 

TABLE 3.4. Sample of darknet market data 

Vendor Products 

MrHolland Cocaine, Cannabis, Stimulants, Hash 

Packstation24 Accounts, Benzos, IDs & Passports, SIM Cards, Fraud 

Spinifex Benzos, Cannabis, Cocaine, Stimulants, Prescription, 
Sildenafil Citrate 

OzVendor Software, Erotica, Dumps, E-Books, Fraud 

OzzyDealsDirect Cannabis, Seeds, MDMA, Weed 

TatyThai Accounts, Documents & Data, IDs & Passports, 
PayPal, CC & CVV 

PEA_King Mescaline, Stimulants, Meth, Psychedelics 

PROAMFETAMINE MDMA, Speed, Stimulants, Ecstasy, Pills 

ParrotFish Weight Loss, Stimulants, Prescription, Ecstasy 

 

Data Representation: an undirected, weighted bipartite network between 

vendors and their associated products was constructed and called a Darknet 

vendor-product bipartite network. For illustration purpose, Fig. 3.7 shows the 

resulting network for the nine instances in TABLE 3.4 with the vendors in bold 

blue while the products are in black colour. The edge weight (not shown) 

represent the co-occurrence frequency of vendor-product instances.  

Vendor-Vendor Analysis: the network was then transformed to its unipartite 

components, the vendor-vend43or network obtained consists of 102 vertices, 952 

edges and 4 connected components and is shown in Fig.3.7. As in the previous 

experiment using MQDB dataset, the largest connected component of the 

network is shown in Fig.3.8. 



 

110 
 

 

Fig. 3.7. Darknet vendor-product bipartite network for nine vendors  

 

Fig.3.8. Darknet vendor-vendor network 
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The aggregate metrics of this connected component include: number of unique 

vertices = 95, number of unique edges = 947, geodesic distance (diameter) = 6, 

average geodesic distance = 2.1682, and network density = 0.2121. The 

important vendor in the Darknet network is 1_TheNurseJoy, it has the highest 

degree and centralities. Four clusters each of vertices 35, 26, 24, and 10 

respectively were obtained when Clauset Newman Moore community detection 

algorithm described in (Fortunato, 2010) was applied. There were, however, 7 

and 24 communities found with Wakita Tsurumi and Girvan Newman algorithms 

respectively. The size of the largest clique community is 28 with a single clique. 

Fig. 3.9 is the plot of the resulting communities obtained using Louvain method 

described in (Blondel et al., 2008). The result clearly shows a separation of the 

vertices into two communities (green and pink colours), these might be a network 

of vendors working together or just happenstance. The result can serve as a lead 

and it is meant to help security agencies to efficiently allocate resource. 

 

Fig. 3.9. Darknet network communities for the nine vendors 

3.6. Issues with Social Network Data Mining 

Despite its potentials, network data also has pitfalls. In recent times, network data 

seems to be easily and quickly accumulated and mined from various API’s. 

However, the ease with which network data can be obtained does not necessarily 

correlate with quality inferences (Danneman and Heimann, 2014). Again these 

API’s consistently undergo changes with respect to the accessibility of the data 

and also in the way they work. The quality of network data obtained from social 

media platforms need to be checked before any analysis, this is because many 

of the online accounts that form the network are either missing some vital 
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information, are anonymous, or even created by minors, as such there is always 

a possibility for skewness in the analysis results (Ravindran and Garg, 2015).  

 There are ongoing efforts by researchers to develop methods for checking 

network data quality, for instance, the thesis in (Debattista, 2017) developed a 

framework to analyse a variety of quality problems in linked datasets and enable 

consumers to make educated decisions when searching for datasets that are “fit 

for use”. It is our desire to improve on these efforts in order to advance research 

on social data quality analysis. As stated in the previous chapter, the difference 

between the existing research and ours is the novelty and the methods of 

estimation of quality which will be introduced in chapter four. 

3.7. Conclusions 

Many types of crimes require a high degree of organisation and specialisation. 

Again, many criminal networks show various levels of organisational structures, 

they may operate as swarms, hubs, hierarchies, aggregates, or hybrids according 

to their activity, the degree of cohesion, or organisation. The organisation of crime 

may also occur in the darknet (with a restricted network where individuals interact 

within online discussion forums and chat rooms) for illegal trade, communication, 

and peer-to-peer file sharing. Identifying criminal groups within a network, 

mapping their relationship to one another, and understanding their command 

structure can be essential in strategic intelligent decision makings. SNA is being 

used to automatically identify criminal clusters that may not have been obvious in 

a crime dataset. These naturally occurring clusters are based on patterns of 

social ties rather than formal group memberships. Identifying clusters and their 

boundaries in a criminal network allow for a classification of vertices according to 

their structural position in the groups. These results may be useful for operational 

strategies, for instance, vertices with a central position in their clusters may have 

an important function of control within the group while vertices lying at the 

boundaries between clusters may play an important role between two 

communities. However, situations often arise in a criminal dataset where we lack 

direct connection among criminals. This chapter focused on answering RQ2 

which is aimed at learning hidden relationships between suspicious contents and 

actors in crime data. This aim was achieved by utilising the concept of item co-

occurrence and bipartite network projections. The model was evaluated using two 
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case studies and the results obtained were very significant and can reveal some 

hidden ties among criminals that were not immediately obvious in the data. 

Beyond this dataset, SNA can also be used to reveal relationships between user 

accounts sending pharmaceutical spam and the spam URL’s. While the 

objectives of this chapter were achieved by answering RQ2, future study should 

consider working closely with intelligence agencies on real life scenarios. Further 

development of network data quality methods for tackling quality issues in a huge 

dataset of relationships is also highly recommended.    
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Chapter Four: Social Data Quality 

Estimation 

 

4.1. Introduction 

Social data from user generated contents on social media platforms are 

becoming rich information sources for both individual and organisational needs. 

For example, question and answer portals provide a valuable knowledge 

repository that can serve as a gold mine for information retrieval (Bian et al., 

2008) and a viable alternative to Web search (Bian et al., 2009). Customer 

reviews are actively being utilised by other prospective consumers to judge the 

quality of products or services before purchase and for knowledge discovery (Ott 

et al., 2011). With millions of active users around the world posting Tweets and 

updates on other social media platforms, real time search and tracking of events 

and news before they are reported in the mainstream media becomes easy 

(Benevenuto et al., 2010). Again, user generated content on social media is 

gaining attention as a source of descriptive annotations for digital objects such 

as photos or videos (Momeni et al., 2013). However, the presence of noise in 

social data has led to a growing concern for measuring content quality on social 

information networks (Agichtein et al., 2008). The noise, which is also called 

contaminants in this study is due to the “fluid” nature of social data sources which 

creates an opportunity for suspicious and automated accounts to introduce 

polluted contents (Benevenuto et al., 2009). For instance, Twitter’s popularity is 

making it a fertile breeding ground for spammers to proliferate, often masking 

themselves as legitimate users latching trending topics, generating traffic and 

revenue (Fabrício et al., 2010), and compromising users’ security and privacy 

(Yardi et al., 2009). Automated malevolent bots are now being designed and 

deployed to spread spam messages (Freitas et al., 2016), commercial 

advertisements, and radical opinions (Clark et al., 2016). 

 The quality of social data is still a major concern for users as well as in 

data analytics, this is because distinguishing between good and bad instances of 
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social data is difficult due to issues such as the veracity of contents and accounts, 

the large volume of content being created per time, the velocity with which social 

data are being created, and best practice abuse due to difficulties in content 

moderation. Unlike conventional data sources such as surveys and operational 

databases, social data sources are inherently open to users who can create 

accounts, network with one another, generate contents, interact, share and 

consume information (Chai, 2011). Such openness and interaction make the 

basis of social data richness and popularity. However, maintaining this openness 

is important for the continued growth and impact of social data sources. The 

challenge is that as the availability and openness increases, the task of identifying 

high-quality social data becomes increasingly important (Agichtein et al., 2008). 

 Efforts are, however, being made by researchers to automate the 

measurement of social data quality, notable ones include the utilisation of clues 

from collaboration and edit history in measuring the quality of wiki articles in (Lim 

et al., 2006). One of the fundamental challenges of tackling social data quality 

that still remains unsolved is the difficulty of defining the concept of quality. We 

all have our own view of what quality really means, the same content appearing 

in two different communities may be perceived at different quality levels. Most 

approaches for detecting and filtering spam in social data are currently focused 

on developing automated techniques for profiling and classifying suspicious 

accounts from legitimate ones. Despite these efforts, automated accounts are still 

evolving and developing strategies to emulate organic account activities. Again, 

while these accounts can be identified and suspended, the same users can 

create new accounts and resurface again (Clark et al., 2016); some ‘normal’ 

users are also in the habit of spamming trendy discussions to (self-)promote their 

own agenda. It is, therefore, an interesting challenge to characterise social data 

quality and then develop customised techniques for filtering noise in social data. 

Research efforts are still needed in the area of identification and measurement of 

noise in social data as well as in evaluating whether or not a given instance or 

sample of social data is good or bad for a given information need. These concerns 

led to the novel research question (RQ3) as follows: 
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 Research Question 3 (RQ3): can methods and standards be developed 

for measuring, predicting, and comparing the quality level of social data 

instances and samples?  

This question is further broken down into two parts. The first part, which is the 

focus of this chapter, looks into methods for measuring and predicting the quality 

level social data instances. The second part, which will be detailed in the next 

chapter, focuses developing benchmarks for social data quality comparison. This 

chapter proposes the adoption of the methods for water quality monitoring to 

characterise and develop methods for measuring the quality of social data. It is 

targeted at identifying and penalising noise or spam content itself in social data 

rather than accounts. The justification of the water versus social data analogy is 

due to the following three main reasons (i) the science of water quality evaluation 

is very well established, (ii) water bodies can suitably be compared with archived 

social data while flowing river can be likened to social data streams, and (iii) in 

our opinion, the indicators and parameters for measuring water quality show good 

adaptability to measure social data quality. 

 The rest of this chapter is organised as follows, section 4.2 is a concise 

review of related literature on social data content quality assessment, section 4.3 

highlights the analytical effects of noise in social data, section 4.4 introduces 

fundamental concepts, definitions, and proposed algorithms for estimating the 

level, effects, and dynamics of noise in social data, section 4.5 presents results 

obtained and lessons learnt through experimental work using datasets from 

Twitter, and finally section 4.6 is the chapter conclusion which provides an 

overview of all objectives met and a pointer to our future work. 

4.2. Literature Review 

In today’s data driven world where individuals and organisations are looking to 

use crowd feedback for analysing operations and finding ways to improve, bad 

data can lead to poor analysis and bad business decisions. The issue of poor 

data quality is even more challenging in social data due to the loose user control 

nature. For instance, many wiki sites allow multiple content edits and 

contributions often without requiring the editors and contributors to create user 

profiles (Lim et al., 2006). Another major challenge with social media is the 
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presence of noise such as spam, malware, unwanted or duplicate updates, 

misinformation, and anything that is not relevant or valuable. This noise misleads, 

exploit and manipulate social media discourse sometimes resulting in several 

levels of societal harm, a typical example is the artificial inflation of support for a 

candidate in an election which can endanger democracy by influencing the 

election outcomes (Ferrara et al., 2016). 

 Social data quality has been defined differently by different authors, for 

example, the ratio of the number of out of vocabulary (OOV) words to the total 

number of words was used in (Duan et al., 2010) to measure the language quality 

of Tweets. The authors also refer to the number of words as a measure of the 

information richness of a Tweet, as such a long sentence is apt to contain more 

information than a short one. In terms of accounts, the authors proposed four 

metrics to measure the influence of users’ authorities on Tweets, these include 

the number of followers a user has, the number of times a user is referred to in 

Tweets, the number of lists a user appears in, and the popularity score of users 

based on retweet relations and PageRank algorithms. The authors also 

hypothesised that (i) users who have more followers and have been mentioned 

in more Tweets, listed in more lists and retweeted by more important users are 

thought to be more authoritative, and (ii) a Tweet is more likely to be an 

informative Tweet rather than pointless babble if it is posted or retweeted by 

authoritative users. In question and answer portals where quality refers to 

interesting, well formulated and factually accurate content, explicit feedback from 

users was used as a quality indicator in (Agichtein et al., 2008), (Bian et al., 2009), 

and (Pelleg et al., 2016). The quality of comments on images and videos on Flickr 

and YouTube was described in (Momeni et al., 2013) as the comment usefulness 

from the user’s perspective, i.e. a comment is useful if it provides descriptive 

information about an object beyond the usually very short title accompanying it. 

In the case of microblogs, the criteria used for judging the quality or 

interestingness of Tweets in (Choi et al., 2012)  and (Webberley et al., 2016) was 

the count of content influenced retweets while the best criteria in (Vosecky et al., 

2012) include well-formedness, factuality, and navigational features. 

 The methodological approach to social data quality measurement in 

(Agichtein et al., 2008) is a binary decision tree model developed to automatically 
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learn and separate high-quality content from the rest using features derived from 

human-labelled quality judgments. A logistic regression model was used in a 

semi-supervised learning approach in (Bian et al., 2009) and in a supervised 

context in (Pelleg et al., 2016) to learn the content quality of a question and 

answer forums. A rule learner, fuzzy logic classifier, and Support Vector 

Machines were used in (Chai, 2011) to measure and evaluate the quality of Web 

forum posts using the forums content, usage, reputation, temporal and structural 

features. The authors of (Choi et al., 2012) proposed a retweet-based quality 

model that find and promote informative Tweets for improved microblog search. 

Support Vector Machines was utilised in (Vosecky et al., 2012) to filter and rank 

Tweets based on a quality score in order to improve Twitter’s basic search 

functionality. A Bayesian network classifier was used in (Webberley et al., 2016) 

for the collective assessment of Tweets interestingness.  

 Twitter initially presents Tweets in chronological order, it later introduced 

a new ranking strategy that considers the popularity of Tweets in terms of a 

number of retweets. The new ranking still allows a lot of pointless Tweets to flood 

the relevant Tweets. In (Duan et al., 2010),  a new Tweet ranking method was 

proposed based on learning to rank strategy which uses the content relevance of 

a Tweet, the account authority, and Tweet-specific features such as whether a 

URL link is included in the Tweet. The authors reported that the best feature 

conjunctions include whether a Tweet contains URL or not, length of Tweet and 

account authority. Twitter users previously follow their interests and rationale 

when deciding whether a retrieved post is of interest to them or not. In their pursuit 

to build search algorithms that are capable of identifying interesting and relevant 

social post for a given topic, the authors of (Ke et al., 2012) studied whether there 

exist additional characteristics of social data that are more predictive of its 

relevance and interestingness than the measure of the keyword similarity with the 

query. More recently, Twitter itself announced a quality filter (Leong, 2016) for 

penalising lower-quality contents.  

 This study, however, is beyond Twitter and differs from the above listed 

studies in scope, features and estimation of quality. It extends the social data 

content quality analysis method to the next level by adapting the methods of 

monitoring of contaminants in water to monitor social data content quality.  
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4.3. Water vs Social Data Quality Analogy 

Here, some fundamental quality characteristics and concepts similar to both 

social data and water will be outlined, this will be followed by the formulation of 

the social data quality challenge in analogy with current methods of measuring 

water quality. So, what connects water and social data? Let’s begin by describing 

water, which is a universal solvent generally regarded in its pure form as a 

transparent, tasteless, odourless liquid with a freezing point of 0°C and a boiling 

point of 100°C or in its less impure state such as rain, oceans, lakes, rivers; water 

has a tendency to pick up “foreign” materials through which it flows (Spellman, 

2013). In a presentation23 on how dirty data and non-consumer posts distort the 

insights brands gain from social media, Networked Insights stated that social 

media, because of its “fluid” nature and openness, also harbours “foreign” 

contents created by malevolent bots or computer algorithms that masquerade as 

humans.  

 In the same manner that water is used for drinking, agricultural, and 

industrial processes, social data are fast becoming the hottest commodity in 

market research (Clark et al., 2016). Social data have become a source of interest 

in public health and economic research crisis management, on-the-fly campaign 

assessments, and sentiment analysis24. However, both water and social data are 

fundamentally vulnerable to contaminants (impurities) that affect their quality. 

Threats to water quality are manifold, from industrial wastes and radiation to 

natural phenomena such as dissolved bacteria, algae, and solids (Postolache et 

al., 2012) while threats to social data quality in the context of this study include 

deceptive and abusive links, tags, and accounts, duplicate instances, and non-

informative terms. Therefore, as much as it is of paramount importance to keep 

water quality at its highest level possible, it is also important to measure and 

assess social data quality before taking measurements and decisions. 

 In order to measure and categorise water into appropriate quality scores, 

it is either respondent (the water users) are asked to assign a quality score within 

a given range or by taking measurements of indicators of water samples at 

                                            
23 https://www.slideshare.net/networkedinsights/networked-insights-how-dirty-is-big-data-2 
24https://www.millwardbrown.com/Insights/Point-of-View/Social_Measurement/ 
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different experimental conditions. Both user feedback and experimental values 

are then transformed to standard water quality units. There are many metrics for 

such transformations, one popular metric25 that combine all the above 

characteristics in order to rank the quality of different water samples is called 

water quality index (𝑊𝑄𝐼) represented in the ranges: 0-24 (very bad), 25-49 

(bad), 50-69 (fair), 70-89 (good), and 90-100 (excellent). The 𝑊𝑄𝐼 score and its 

variants are used to compare data from several sites as well as to look at trends 

over time on a single site (Wilde et al., 1998). 

TABLE 4.1. Basics of social data and water quality analogy 

 
Social Data Quality (Proposed) Water Quality (Survey, 

2015) 

Goals To measure and identify whether 
instances or samples of social 
data are meeting designated uses 
 
To identify common social data 
contaminant and their sources  
 
To analyse social data quality 
trends over time   
 
To measure the analytical effects 
of contaminated instances  

To measure and identify 
whether waters are meeting 
designated uses 
 
To identify water 
contaminant and sources  
 
To analyse water quality 
trends over time 
 
To screen for water quality 
impairment  

Input  Social data sample: posts, 
updates, comments/replies, ads  

Water sample: lakes, rivers, 
reservoirs, groundwater 

Output Social data sample quality score, 
status, index, or rank 

Water sample quality score, 
status, index, or rank  

Contamina
nts 
(Quality 
Indicators) 

Deceptive links and hashtags; 
characters, words, tags, links, and 
symbols created to amplify the 
visibility of misleading information, 
etc.  

Sediments, solids, wastes, 
microorganisms, toxic 
substances, disinfectants, 
inorganic and organic 
chemicals, etc.  

Metric Social Data Quality Index (𝑆𝐷𝑄𝐼) Water Quality Index (𝑊𝑄𝐼) 
Application To study the extent to which 

contaminants can skew data 
analytics result. 
 
To compare the quality of different 
social data samples. 

To evaluate or compare the 
suitability of water for 
different applications. 
 
To select appropriate water 
treatment technique. 

 

                                            
25 http://www.keithalcock.com/creeks/awqi.shtml 
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Constraints: while there are no established standards for social data quality, 

crowdsourcing (social data users and experts) is being utilised to label social data 

instances for a specific application into different categories of interest. Two other 

issues that may account for differences in social data vs water quality 

characterisation were also noted, first, unlike water, social data sample is a 

collection of many instances or datum each of which may have different 

contaminant; and second, different social data sources have different quality 

indicators or features, for example, the quality features for Twitter and Instagram 

data sample may include the presence or counts of irrelevant, deceptive, or 

misleading links and hashtags while that of ads on listing Websites may include 

illicit or prohibited ads. These issues, however, do not invalidate our analogy but 

calls for specific approaches. TABLE 4.1 describes the analogy of the 

fundamental concepts of social data and water quality. The next section will 

highlight the analytical effects of contaminants in social data.  

4.4. Fundamental Definitions and Metrics  

Before getting into social data quality, this study first provides the definition of 

some fundamental concepts and metrics of data quality as follows:  

Definition 4:1. Quality: according to the online Oxford Dictionary, quality is the 

standard of something measured against other things of a similar kind or the 

degree of excellence of something. The International Organization for 

Standardization (ISO) however defined quality as the totality of features and 

characteristics of a product or service that bear on its ability to satisfy stated or 

implied needs.  

 Discovering whether data are of acceptable quality is a very difficult task 

(Herzog et al., 2007). The authors of (Pipino et al., 2002) reported that data and 

information are often used synonymously, but in practice, the two concepts are 

often differentiated by describing information as processed data; they then 

utilised the quality dimensions in (Kahn et al., 2002) and proposed subjective and 

objective metrics for improving organisational data quality assessment and 

improvement. In this work, we will be using the term data to refer to both 

processed and unprocessed data. These data quality dimensions defined in 

(Kahn et al., 2002) include the following: 
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 Accessibility: defined as the extent to which data is available, or easily 

and quickly retrievable. 

 Appropriate Amount: defined as the extent to which the volume of data 

is appropriate for the task at hand. 

 Believability: defined as the extent to which data is regarded as true and 

credible. 

 Concise Representation: defined as the extent to which data is 

compactly represented. 

 Consistent Representation: defined as the extent to which data 

presented in the same format. 

 Ease of Manipulation: defined as the extent to which data is easy to 

manipulate and apply to different tasks. 

 Free of Error: defined as the extent to which data is correct and reliable. 

 Interpretability: defined as the extent to which data is in appropriate 

languages, symbols, units, and the definitions are clear. 

 Objectivity: defined as the extent to which data is unbiased, unprejudiced, 

and impartial 

 Relevancy: defined as the extent to which data is applicable and helpful 

for the task at hand. 

 Reputation: defined as the extent to which data is highly regarded in terms 

of source or content. 

 Security: defined as the extent to which access to data is restricted to 

maintain its security. 

 Timeliness: defined as the extent to which data is sufficiently up-to-date 

for the task at hand 

 Understandability: defined as the extent to which data is easily 

comprehended 

 Value Added: defined as the extent to which data is beneficial and 

provides advantage from its use. 

However, according to the authors of (Herzog et al., 2007), the seven most 

commonly cited data quality dimensions are relevance, accuracy, timeliness, 

accessibility and clarity of results, comparability, coherence, and completeness. 
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They also described high quality data and how they can be obtained. According 

to them, high quality data are those that meet the following criteria (i) fit for use in 

their intended operational, decision-making and other roles and (ii) conformance 

to standards; these can be achieved by prevention (filtering bad data at the point 

of entry), detection (proactively looking for bad data that had already entered), 

and finally, repair (fixing bad data). Big data, according (Cai and Zhu, 2015), faces 

the following quality challenges: (i) increased difficulty in data integration due to 

the diversity of data sources, types, and complexity in structures, (ii) difficulty in 

judgement within a reasonable amount of time due to its tremendous volume, (iii) 

difficulty in real time processing and evaluation because its timeliness is very 

short and (iv) absence of unified and approved standards. The authors then 

formulated a dynamic quality assessment process with a feedback mechanism 

for big data. There are many interesting data quality definitions in the literature, 

the following are fundamental to this study: 

 Quality of Forum Post: (Weimer et al., 2007) and (Nayer et al., 2008) 

defined several quality dimensions (surface, lexical, syntactic, forum-

specific, originality, relevance, posting-component, and similarity features) 

for modelling and predicting how an online forum community perceives 

post quality using supervised classification techniques that learn from 

human ratings to categorised posts into predefined quality classes. 

According to the authors, the rating represents a seed value for each post 

and can be leveraged in filtering the forum content. 

 Quality of Product Review: (Liu et al., 2007) defined the quality of 

product review based on four categories (best, good, fair, and bad) which 

represent different values of the reviews to users’ purchase decision. 

Given a training dataset 𝐷 = {𝑥𝑖 , 𝑦𝑖}1
𝑛, the authors then developed a 

model that can minimise the error in prediction of 𝑦 given 𝑥 in order to 

address the problem of detecting low-quality products reviews. The terms 

𝑥𝑖 ∈ 𝑋 and 𝑦𝑖 = {ℎ𝑖𝑔ℎ⁡𝑞𝑢𝑎𝑙𝑖𝑡𝑦, 𝑙𝑜𝑤⁡𝑞𝑢𝑎𝑙𝑖𝑡𝑦} represents a product 

review and a label. The study in (Lu et al., 2010) also defined several 

combination of features including textual, author, and social network 

information for assessing review quality. 
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 Quality of Question and Answer: (Agichtein et al., 2008) defined several 

features (content, usage, and user relationship) for ranking the quality of 

questions and answers in a forum and modelled a binary classifier that 

learnt to automatically separate high quality content from the rest. The 

study in (Bian et al., 2009)  defined the following concepts regarding the 

content of question and answer forums, first, the quality of a question 

measured as a score between 0 and 1 indicating a question’s 

effectiveness at attracting high-quality answers, second, the quality of an 

answer also measured as a score between 0 and 1 indicating the 

responsiveness, accuracy, and comprehensiveness of an answer to a 

question, third, the answer reputation measured as a score between 0 and 

1 indicating the expected quality of a user’s answers, and finally, question 

reputation measured as a score between 0 and 1, indicating the expected 

quality of the user’s questions. The Thesis in (Chai, 2011) also defined 

several quality dimensions (content, usage, reputation, temporal and 

structural) for assessing the quality of user generated contents. 

 Quality of Tweet: (Choi et al., 2012) and (Miller, 2015c) defined the quality 

of a Tweet as the percent of readers who will retweet it and it takes into 

account the passage of time, as well as retweeting behaviour outside the 

author’s immediate network.  

Most of the above definition of social data quality focused on the reputation of the 

source and user feedback such as the number of retweets, likes and comments. 

However, because of the “fluid” nature of control and moderation of social media 

discussions, this study argued that for a complete quality evaluation, both the 

fitness for use and conformance to standards should also be taken into 

consideration. In addition to the motivation for adapting water quality evaluation 

methods in section 4.1, this is also one of the reasons why this research is 

focused on measuring those objects that appear in social data contrary to 

established standards and best practice policies rather than measuring social 

data quality directly from user feedback. The level of these “foreign” objects either 

in social data instance or sample will then be used to infer social data quality.  

 The definition of some fundamental concepts of social data quality will be 

outlined here, this will be followed by the formulation of the social data quality 
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challenge in analogy with the current methods of measuring water quality. To 

effectively explore the water and social data parallel, this study proposes that a 

social data lake collected at a finite time is analogous to a water lake, while real-

time streaming social data is analogous to flowing water in a river with many 

sources and tributaries. A typical example of a water lake is a swimming pool, 

while an example of social data lake is the “Disasters on social media” data 

sample in CrowdFlower26 data library. The scope of this current work is centred 

on social data lake, however, suggestions on how the methods can be extended 

to real-time social data applications have been provided. 

Definition 4.2. Social Data Contaminant: defined as objects such as duplicate 

instances, non-informative terms, repeated links, tags, and other entities created 

and embedded in social data in order to amplify the visibility of misleading 

information. For example, the images in Fig. 4.1, Fig. 4.2 and Fig. 4.3 are Tweets 

with contaminant features. These data instances can degrade analytic, search 

and other quality expectations of social data as such should be penalised. Social 

data instances containing contaminants are also referred in this study as 

contaminated. These social data contaminants are analogous to water 

contaminants which are objects in the water that can degrade water quality, such 

include organic and inorganic chemicals, sediments, wastes, microorganisms, 

toxic substances, and disinfectants. The presence of contaminants and water 

characteristics are used to indicate the quality of water (Postolache et al., 2012). 

This concept is, therefore, extended to social data. 

 
Fig. 4.1. Tweet with replicate or repeated hashtags 

 

Fig. 4.2. Tweet with multiple unrelated hashtags 

 

Fig. 4.3. Tweet with multiple username mentions 
 

                                            
26 https://www.crowdflower.com/data-for-everyone/ 
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TABLE 4.2 is a list and description of variable notations that finds application in 

this chapter. 

TABLE 4.2. List and description of variable notations 

Notation Description 

𝑺 a sample of social data lake 

𝑺𝒖 an unlabelled subset of 𝑆 

𝑺𝒍 a labelled subset of 𝑆 

𝑺𝒍− the contaminated subset of 𝑆𝑙, also the target class 

𝑺𝒍+ a non-contaminated subset of 𝑆𝑙 
𝒗 number of instances 𝑣 in the labelled set 𝑆𝑙 
𝒅 = {𝒅𝟏. 𝒅𝟐, … 𝒅𝒏} the data frame of  the 𝑛 data instances in 𝑆 

𝒅𝒖 = {𝒅𝒖𝟏, 𝒅𝒖𝟐, … , 𝒅𝒖𝒎} the data frame of the 𝑚 data instances in 𝑆𝑢 

𝒅𝒍− = {𝒅𝒍𝟏
− , 𝒅𝒍𝟐

− , … , 𝒅𝒍𝒊
−} the data frame of the 𝑖 data instances in 𝑆𝑙− 

𝒅𝒍+ = {𝒅𝒍𝟏
+ , 𝒅𝒍𝟐

+ , … , 𝒅𝒍𝒋
+} the data frame of the 𝑗 data instances in 𝑆𝑙+ 

𝒙 = {𝒙𝟏, ⁡𝒙𝟐, … , 𝒙𝒉} predictor feature vectors in ℎ dimensional space  

𝒅𝒖
𝒊  an ith instance of unlabelled social datum in 𝑆𝑢 

𝒇(𝒛) logistic or sigmoid function 

𝑷(𝒅𝒖
𝒊 ∈ 𝑺𝒍−|𝒙

𝒐) = 𝒑(𝒙𝒐) probability of 𝑑𝑢
𝑖  as a member of 𝑆𝑙− given 𝒙𝒐 

𝑴𝟏,𝟐,…𝒎, M m fitted models before model selection, best model 
respectively 

𝜽 = (𝜶,𝜷𝟏, 𝜷𝟐, . . . , 𝜷𝒉)  coefficients of a logistic regression model 

𝑳(𝜽) likelihood function 

𝒑𝒊 estimated probability of the class membership of 

𝑑𝑢
𝑖  

𝒕 threshold value or class membership decision 
boundary 

𝑸 the quality level of 𝑑𝑢 

 

Definition 4.3. Individual Quality (𝑄𝑖): the quality of an individual instance of a 

social data such as a Tweet is defined as the probability measure (with value 

between 0 and 1) of the degree of similarity or closeness of that instance to a 

contaminated social data instance. The closer (𝑄𝑖) is to 1, the low quality the 

instance is. Individual quality measurement is useful in detecting contaminated 

instances and in making sure that social updates follow best practices. 

Definition 4.4. Relative Quality (𝑄𝑟): the relative quality of a social data 

instance is a measure of users’ perception, it takes into account the number of 

reactions such as likes, comments/replies, and retweet/share. Relative quality 

measurement captures how users feel about a social data instances. It can be 

viewed as a measure of satisfaction. 
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Definition 4.5. Absolute Quality (𝑄𝑎): the absolute quality of a social data 

instance is the sum of the individual quality (𝑄𝑖) and relative quality (𝑄𝑟) of a 

social data instance and is given by:  

𝑄𝑎 = 𝑄𝑖 + 𝑄𝑟                                                (4.1) 

Definition 4.6. Sample Social Data Quality (𝑸𝒔): the quality of a social data 

sample is defined as the degree of excellence of social data with respect to the 

weight of contaminated instances contained in the sample. This definition is also 

analogous to water quality which refers to those characteristics that make water 

appealing, useful, and suitable for a particular use (Spellman, 2013). The higher 

the concentration of contaminated instances in both social data and water, the 

lower the quality of the sample and vice versa. The social data quality 𝑄𝑠 for 𝑛 

instances of social data in a sample is an aggregate or summation of the absolute 

quality class of each instance (𝑄𝑎). Given that 𝑄𝑎− = ∑ 𝑆𝑙−
𝑢
1  and 𝑄𝑎+ = ∑ 𝑆𝑙+

𝑢
𝑗  

represent contaminated to the non-contaminated social data instances 

respectively, then 𝑄𝑠 can be expressed as the following proportion or ratio:  

𝑄𝑠 = 𝑄𝑎−: 𝑄𝑎+                                           (4.2) 

As such the higher the value of 𝑄𝑎− the poor the quality of the sample 𝑄𝑠. 

4.5. Effect of Contaminants in Social Data 

Most machine learning research assumes that the data feeding algorithms is of 

high quality, i.e. accurate, complete and timely (Sessions and Valtorta, 2006). 

However, data quality problems can lead to unrealistic or noticeably strange 

answers in statistical analysis and estimation (Herzog et al., 2007). The effect of 

bad data in analytics will be illustrated in the next section. There are simply too 

many updates that many social media users don’t care about yet these updates 

keep streaming constantly through their timeline. Studies have found that social 

data is full of noise because its contents are written and posted without much 

revision. For example, a common complaint about using Twitter data is that 99% 

of it is useless (Liu, 2013). Due to the quick and short messaging nature of Twitter, 

people use acronyms, make spelling mistakes, use emoticons and other 
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characters that express special meanings (Agarwal et al., 2011). Currently, social 

data is contaminated with noise and abuse which include duplicate contents, 

pointless babbles, gibberish, information hijacking. According to the studies (Ott 

et al., 2011) and (Ott et al., 2012), there has been a growing concern about 

fictitious reviews that have been deliberately written to look and sound authentic 

and to deceive the reader. Deceptive, low quality and unreliable updates often 

are a problem when an online communication platform becomes popular. The 

rise in social media popularity has also been paralleled by the rise of unwanted 

and disruptive entities in the networks (Chai, 2011). This section looked into the 

effect of contaminated social data instances in two case studies.   

4.5.1. Effect of Social Data Contaminants in Topic Modelling 

Contaminated social data can degrade the quality and credibility of online 

discussions and search systems (which are a crucial part of applications in 

corporations, government, and many other domains). The presence of 

contaminants above a certain threshold in social data can skew or generate 

misleading search and content analysis results (Clark et al., 2016). For example, 

Fig. 4.4 is an illustration of the effect of non-informative or unwanted instances 

on topic models of disaster Tweets detailed in (Gupta et al., 2014). Fig. 4.4 (a) 

and (b) shows the top ten words in two different topic distributions of the unfiltered 

dataset (including non-informative Tweets) while Fig. 4.4 (c) and (d) shows the 

variants of the same topic distribution of the filtered dataset (after removing the 

non-informative instances). One will notice some differences in the beta values 

in of the terms in the filtered and unfiltered component of the top ten word 

distributions. Some words such as “breaking and tragedy” in topic component 1 

has completely disappeared outside the distribution. Again, duplicate information 

consumes resources and provides little or no new information to the user (Croft 

et al., 2010).  

4.5.2. Effect of Social Data Contaminants in Sentiment Analysis 

Again, the effect of contaminated social data in sentiment analysis result was 

demonstrated using the same datasets used in subsection 4.5.2. Fig. 4.5(a) 

shows the sentiment polarity scores of the unfiltered dataset (including non-

informative Tweets) while Fig. 4.5(b) shows the variants of the same sentiment 

polarity scores of the filtered dataset (after removing the non-informative 
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instances). One will easily notice the slight change in the sentiment polarity 

values. The unfiltered set contains 40% negative, 14% neutral, and 46% positive 

while the filtered sets contain 41% negative, 15% neutral, and 44% positive. This 

slight variation may be costly for certain applications. 

 
(a)  Topic 1: unfiltered dataset                     (b) Topic 2: unfiltered dataset 

 
 

(c)     Topic 1: filtered dataset            (d) Topic 2: filtered dataset 

 

Fig. 4.4. The effect of non-credible data instances on topic models 
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(a) Data include contaminated instances 

 

(b) Contaminated instances filtered 

Fig. 4.5. The effect of non-credible data instances on sentiment analysis 

Unless checked, contaminated social data can de-value real time search services 

(Benevenuto et al., 2010), as such, social data sources must discourage abuse 

while encouraging participation (Chai, 2011). Therefore, in order to mitigate 

errors and bias in data analytics results due to quality issues as well as to extend 
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the social data content quality analysis method to the next level, this study adapt 

the methods of monitoring water quality (or contaminants in water) to monitor 

social data content quality. Details of the innovative approach will be outlined in 

the next section. 

4.6. Estimating the Level of Contaminants in Social Data 

In this study, the challenge of estimating the level of contaminants in social data 

is casted as a supervised learning in which it is assumed that relevant sample 

data is available or can be extracted and a reasonable portion of the data has 

been labelled with the relevant quality classes. It, therefore, follows that 𝑑 =

{𝑑1. 𝑑2, … 𝑑𝑛} can also be represented as 𝑑 = {𝑑𝑢, 𝑑𝑙−, 𝑑𝑙+}, such that 𝑛 =

𝑚 + 𝑖 + 𝑗 (see TABLE 4.2 for full description of notations). Again, all the data 

instances 𝑣 in the labelled set 𝑆𝑙 can also be represented as 𝑑𝑙 = {𝑑𝑙−, 𝑑𝑙+}, 

such that 𝑣 = 𝑖 + 𝑗. 

4.6.1. Problem Definition 

Given a social data lake 𝑆, let’s assume its portion denoted as 𝑆𝑙 is labelled with 

quality class levels while the rest of the portion of 𝑆 denoted as 𝑆𝑢 is unlabelled 

(see TABLE 4.2 for full description of notations). For binary class learning, the 

labelled set 𝑆𝑙 is further categorised as either contaminated (𝑆𝑙−) or non-

contaminated (𝑆𝑙+). All the data instances 𝑛 in 𝑆 are denoted as 𝑑 =

{𝑑1. 𝑑2, … 𝑑𝑛}, while the data instances 𝑚 in 𝑆𝑢 are denoted as 𝑑𝑢 =

{𝑑𝑢1, 𝑑𝑢2, … , 𝑑𝑢𝑚}. The data instances 𝑣 of the two subsets in 𝑆𝑙 are 

represented as 𝑑𝑙− = {𝑑𝑙1
− , 𝑑𝑙2

− , … , 𝑑𝑙𝑖
−} for the 𝑖 data instances in 𝑆𝑙−, and are 

represented as 𝑑𝑙+ = {𝑑𝑙1
+ , 𝑑𝑙2

+ , … , 𝑑𝑙𝑗
+} for the 𝑗 data instances in 𝑆𝑙+, where 

𝑑𝑙1
− , 𝑑𝑙2

− , … , 𝑑𝑙𝑖
−

 are the contaminated data instances while 𝑑𝑙1
+ , 𝑑𝑙2

+ , … , 𝑑𝑙𝑗
+

 are 

the non-contaminated data instances. 

 

4.6.2. Algorithm for Social Data Quality Estimation 

Given a sample of social data lake denoted as 𝑆 = 𝑆𝑢 ∪ 𝑆𝑙, where 𝑆𝑢 ⊂ 𝑆 is 

unlabelled, while 𝑆𝑙 ⊂ 𝑆 is labelled as either contaminated (𝑆𝑙−) or non-
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contaminated (𝑆𝑙+), as such, 𝑆𝑙 = 𝑆𝑙− ∪ 𝑆𝑙+. The Venn diagram in Fig. 4.6 is a 

representation of the set membership of all the instances of 𝑆. The social data 

quality estimation challenge is formerly defined as the probability estimation of 

the target class membership (𝑆𝑙−) of the 𝑚 data instances 𝑑𝑢 =

{𝑑𝑢1, 𝑑𝑢2, … , 𝑑𝑢𝑚} in 𝑆𝑢 over the feature set 𝑥 = {𝑥1, ⁡𝑥2, … , 𝑥ℎ}, reversed 

engineered from the labelled set 𝑆𝑙, where ℎ is the number of features extracted. 

First, 𝑆𝑙 is reversed engineered to identify the optimal feature combination 𝑥𝑜 

from the feature set 𝑥 that can effectively discriminate between 𝑆𝑙−and 𝑆𝑙+. A 

model 𝑀 is then developed for estimating the probability of the class membership 

of the 𝑚 data instances 𝑑𝑢 using 𝑥𝑜. The resulting probability values are then 

transformed to a quality value (𝑄) which is used to rank and infer the quality 

category of different social data samples for different information needs.  

 

Fig 4.6. Venn diagram representation of the dataset 

This quality class estimation can be achieved using any classifier that can return 

class membership probability values. In this study, logistic regression described 

in equation (4.3) was utilised. 

 

𝑃(𝑑𝑢
𝑖 ∈ 𝑆𝑙−|𝑥

𝑜) = 1 (1 + 𝑒−(𝛼+∑ 𝛽𝑘𝑘 𝑥𝑎))⁄                          (4.3)                               

 

where 𝛼 and 𝛽 are regression coefficients that will be computed from 𝑆𝑙, and 

𝑎 = 1, 2,… , ℎ. The choice of logistic regression as a modelling technique is 

because (i) it suits our goal of predicting class probabilities rather than just 
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quantitative variables, (ii) of the ease of assessing the predictor's importance, and 

(iii) the conditional distribution 𝑃(𝑑 ∈ 𝑆𝑙−|𝑥
𝑜) is a Bernoulli distribution with the 

binary outcome: 𝑆𝑙− or 𝑆𝑙+. The estimated probabilities denoted as 𝑝𝑖 can then 

be used to rank the quality level (𝑄) of the social data. Making predictions with a 

logistic regression model is as simple as plugging in numbers into the logistic 

regression equation and calculating the result. There are also several metrics for 

accessing the goodness of fit of the model, commonly used metrics include the 

Akaike Information Criterion (𝐴𝐼𝐶), McFadden's pseudo-R squared 

(𝑅𝑀𝑐𝐹𝑎𝑑𝑑𝑒𝑛
2 ), and the area under the curve (𝐴𝑈𝐶) of the receiving operating 

characteristic (𝑅𝑂𝐶) graph.   

 The entire process of estimating the quality class of social data is 

illustrated in 𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚⁡1. The process begin with a reasonable size of labelled 

social data and then extract as many statistical features from the content as 

possible. Redundant features and those with high degree of multicollinearity are 

then removed with the method 𝑆𝑒𝑙𝑒𝑐𝑡𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠() which returns the best 

predictor variable subset (𝑥𝑜) by employing the variable inflation factor (𝑉𝐼𝐹𝑘) on 

all the extracted features. The selected features are then used to model logistic 

regression estimators 𝑀1,2,…,𝑘 for different variable combinations 1, 2,… , 𝑘. The 

method 𝑆𝑒𝑙𝑒𝑐𝑡𝑀𝑜𝑑𝑒𝑙() returns the best model 𝑀 by taking as attributes, the 

returned models 𝑀1,2,…,𝑘, the model selection metrics 𝐴𝐼𝐶, 𝑅𝑀𝑐𝐹𝑎𝑑𝑑𝑒𝑛
2  and 

𝐴𝑈𝐶. The best model is then used in the method 𝑝𝑟𝑒𝑑𝑖𝑐𝑡() to estimate the 

probability of class membership of all the instances of 𝑆𝑢. The probability 

estimates are then sorted and returned for final categorisation based on a suitable 

decision boundary 𝑏. In analogy with water quality estimation, 𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚⁡1⁡is 

called social data quality index (𝑆𝐷𝑄𝐼).  
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𝑨𝒍𝒈𝒐𝒓𝒊𝒕𝒉𝒎⁡𝟏:  Estimating the quality class of social data (SDQI) 

Input: 𝑣 instances of 𝑆𝑙 = 𝑆𝑙− ∪ 𝑆𝑙+, and 𝑚 instances of 𝑆𝑢 

Output:  𝑚 instances of 𝑆𝑢 with associated quality labels 𝑄 

Feature Engineering 

𝒇𝒐𝒓⁡𝑒𝑎𝑐ℎ instance 𝑖⁡𝑖𝑛⁡𝑣, ∈ 𝑆𝑙 𝒅𝒐 

𝐸𝑥𝑡𝑟𝑎𝑐𝑡𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠(𝑆𝑙, 𝑥 = 𝑥1, ⁡𝑥2, … , 𝑥𝑛) 

𝑆𝑒𝑙𝑒𝑐𝑡𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠(𝑥, 𝑉𝐼𝐹𝑘)  

𝑅𝑒𝑡𝑢𝑟𝑛⁡𝑥𝑜 

 𝒆𝒏𝒅⁡𝒇𝒐𝒓 

Fitting Data 

       𝑀1,2,…,𝑘 ← 𝑃(𝑑 ∈ 𝑆𝑙−|𝑥
𝑜) = 1 (1 + 𝑒−(𝛼+∑𝑘𝛽𝑘𝑥𝑎))⁄ , 𝑘 = 1, 2⁡, … , 𝑛     

Model Selection 

       𝒇𝒐𝒓⁡𝑒𝑎𝑐ℎ⁡𝑀1,2,…,𝑘⁡𝒅𝒐 

⁡⁡⁡⁡𝑆𝑒𝑙𝑒𝑐𝑡𝑀𝑜𝑑𝑒𝑙(𝑀1,2,…,𝑘, 𝐴𝐼𝐶, 𝑅𝑀𝑐𝐹𝑎𝑑𝑑𝑒𝑛
2 , 𝐴𝑈𝐶)  

⁡⁡⁡⁡𝑅𝑒𝑡𝑢𝑟𝑛 𝑀         

 ⁡𝒆𝒏𝒅⁡𝒇𝒐𝒓 

Quality Class Membership Estimation 

𝒇𝒐𝒓⁡𝑒𝑎𝑐ℎ instance 𝑖⁡𝑖𝑛⁡𝑚, ∈ 𝑆𝑢 𝒅𝒐 

𝑝𝑖 ← 𝑝𝑟𝑒𝑑𝑖𝑐𝑡(𝑆𝑢, 𝑀) , 𝑝𝑖 

𝑆𝑜𝑟𝑡(𝑝𝑖)  

Return 𝑝𝑖  

     Decision Boundary: Binary 

       𝒇𝒐𝒓⁡𝑒𝑎𝑐ℎ⁡𝑝𝑖 

            𝑄 = {
𝑖 = 𝑐𝑜𝑛𝑡𝑎𝑚𝑖𝑛𝑎𝑡𝑒𝑑, 𝑝 ≥ 𝑏

𝑖 = 𝑛𝑜𝑛𝑐𝑜𝑛𝑡𝑎𝑚𝑖𝑛𝑎𝑡𝑒𝑑,⁡⁡⁡𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

         𝑅𝑒𝑡𝑢𝑟𝑛⁡𝑄 

 𝒆𝒏𝒅⁡𝒇𝒐𝒓 
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The problem of data quality, in general, is highly application-specific and domain 

dependent (Dasu, 2013), the proposed quality estimation method can be 

customised appropriately. Next, a dynamical system model for understanding the 

evolution of contaminated instances will be developed in analogy with the model 

of chemical pollution in a lake detailed in (Cornette et al., 2013). 

4.7. Dynamical System Model for Quality Assessment  

Consider a body of water (lake) with many tributaries flowing through and out of 

it, let’s assume the lake at a time, 𝑡 is of high quality to support swimming and 

animal life. Because the water body has many incoming (including contaminant 

sources from industrial or agricultural wastes) and outgoing tributaries, the water 

quality in the lake is expected to keep changing dynamically relative to the 

released chemical waste at any given time.  

Change in chemical waste in water per day: The daily change in the quality of 

the water body was dynamically modelled in (Cornette et al., 2013) as daily 

change in chemical waste per day = amount of waste added per day – amount of 

waste removed per day using the relation in equation (4.4), i.e. 

𝑊𝑡+1 −𝑊𝑡 = 𝑅 −
𝐹

𝑉
𝑊𝑡                                           (4.4) 

where 𝑉 is the volume of the lake, 𝐹 the daily flow of water through the lake, 𝑅 

the daily release of chemicals into the lake, 𝑊𝑡 the chemical waste at time 𝑡, 

𝑊𝑡+1 the chemical waste at time 𝑡 + 1. The quantity 
𝐹

𝑉
𝑊𝑡⁡⁡in equation (4.4) 

refers to the amount of chemicals removed from the lake down an exit river per 

day. The chemical concentration 𝐶𝑡 was represented as a multiple of the total 

chemical waste 𝑊𝑡 as in equation (4.5). 

𝐶𝑡 =
𝑊𝑡

𝑉
                                                               (4.5)   

Change in social data quality per day: This study posits that the above model 

of chemical waste per day can be adapted to social data. This is because many 

of the assumptions for water quality dynamics holds for social data. First, the 

quality (value/informativeness) of social posts on a given topic streaming on 

social media within a time window of interest is dynamic, despite their effort in 
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filtering contaminated instances, the larger and more popular these social data 

platforms become the more attractive they become to contaminants and 

contaminated instances. This dynamical model of change in a chemical waste of 

water per day is hereby extended to an analogous model of change in social data 

contaminant per day on a social media platform. The proposed model is given as 

daily change in social data quality per day = total number of contaminated social 

data added per day – total number of contaminated social data removed per day 

using the relation in equation (4.6), directly adapted from equation (4.4), i.e. 

𝑋𝑡+1 − 𝑋𝑡 = 𝑆𝑙− −⁡⁡𝑆𝑙−𝑟                              (4.6) 

 

where 𝑆𝑙− is the contaminated portion of labelled social data 𝑆𝑙, 𝑆𝑙−𝑟 the portion 

of 𝑆𝑙− being removed, 𝑋𝑡 the total contaminated social data instances at time 𝑡, 

𝑋𝑡+1 total contaminated social data instances at time 𝑡 + 1. The model can be 

utilised to compute the number and distribution of contaminated instances in 

social data sample over time. It can also be applied in understanding what 

characteristic of social data attracts contaminated instances. 

4.8. Experimental Work 

In this section, we will evaluate our proposed methods with Twitter datasets. We 

will first demonstrate 𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚⁡1 which describe how contaminated instances 

of social data can be estimated using supervised learning approach. We will then 

apply the algorithm on existing and extracted datasets in order to compare the 

concentration of contaminated instances in the different samples. 

4.8.1. Datasets 

A total of 172,772 Tweets were collected using the Twitter streaming API 

during the 2016 Brit Awards held on 24 February 2016 using #BRITs2016 as 

a query term. The Tweets were collected for few hours as the event was 

happening. This dataset is denoted as 𝐷7 and each Tweet is taken as a single 

text document. 

Pre-processing: exact duplicates in 𝐷7 was removed and a corpus was created 

comprising of only Tweets (36048 instances) written in the English language. 

For the purpose of this evaluation, the definition of contaminants is limited to 
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Tweet features such as deceptive hashtags, links, username mentions, and word 

counts. Tweets such as those in Fig.4.1, Fig.4.2, and Fig.4.3 are obviously low in 

information and can be easily discriminated based on their statistical features. 

Despite being easy to visually identify, these instances still overcome platform 

and application specific noise filters and are able to penetrate into the user feeds.  

Feature Creation and Extraction: in this work, Tweet features reported in (Choi 

et al., 2012), (Vosecky et al., 2012), and (Webberley et al., 2016) that have 

proved successful in the literature of Twitter data mining were considered. The 

initial feature sets 𝑥𝑇, include: Average Characters per Tweet (𝐶𝑇), Average 

Word per Tweet (𝑊𝑇), Word Difference per Tweet (𝑊𝐷𝑇), Average Unique 

Word per Tweet (𝑈𝑊𝑇), Average Hashtag per Tweet (𝐻𝑇), Average Mention 

per Tweet (𝑀𝑇), and Average URL per Tweet (𝑈𝑇), User Listed Count (𝑈𝐿𝐶𝑇), 

User Friends Count (𝑈𝐹𝐶𝑇), User Statuses Count (𝑈𝑆𝐶𝑇), User Followers 

Count (𝑈𝐹𝐶𝑇), Favourites Count (𝐹𝐶𝑇), User Language (𝑈𝐿𝑇), User 

Verification Status (𝑈𝑉𝑆𝑇), User Geolocation Status (𝑈𝐺𝑆𝑇), and User Client 

Sources (𝑈𝐶𝑆𝑇).  

TABLE 4.3. Confusion matrix for the quality class prediction 

Test instances  Predicted: No Predicted: Yes Total 

Actual: No 2653 10 2663 

Actual: Yes 8 8142 8150 

Total 2661 8152 10813 

 

A small proportion of the entire #BRITs2016 datasets was first labelled into two 

categories (contaminated or non-contaminated). The labelling was done by 

predicting the class labels of more than five million instances of Twitter data 

obtained from (Kyumin et al., 2011) categorised by source (content pollutants and 

non-pollutants) the labelled instances was then utilised as initial training sets and 

then automatically (with some manual checks) extended the labels to the entire 

dataset using supervised learning approach (see TABLE 4.3 for details of the 

labelled Tweets). Following the word representation of the corpus using the VSM 
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with TF-IDF, a visual description of the importance of each of the predictor 

variables in the feature set 𝑥𝑇 in discriminating the target class is shown in 

Fig. 4.7. From these plots, one can make a rough estimate of the contributions 

of each predictor variable in discriminating the target variable. A regression 

model is said to provide a better fit to the given data if it shows an 

improvement over a model with fewer predictor variables (Mathew, 2015). 

 

Fig. 4.7. Variable importance  

The following feature selection metrics 𝑉𝐼𝐹𝑘, 𝐴𝐼𝐶, and 𝑅𝑀𝑐𝐹𝑎𝑑𝑑𝑒𝑛
2  were 

applied in order to select best feature sets 𝑥𝑂𝑇. The selected features were 

then utilised to train the logistic regression model described in equation (4.3). 

Finally, the model is applied to estimate the probability that an unlabelled 

social data instance is a member of the contaminated class. The processed 

data (36048 instances) was divided into training (25235 = 70%) and test 

(10813 = 30%) sets. TABLE 4.3 is the confusion matrix for the quality class 

prediction over the test set. The accuracy (𝐴𝑈𝐶 of the estimator is obtained 

from the area of the ROC curve in Fig. 4.8 as 0.9998218. Apart from the 

analysis of the statistical properties of the Tweet corpus, we could also explore 

other parameters such as the devices (client sources) used for posting the 
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Tweets, the time of posting, and the characteristic of accounts posting the 

Tweets. The analysis of the accounts is very important in identifying key 

actors and groups that are targeting and contaminating social data. 

 

Fig. 4.8. ROC Curve for the optimal model  

For instance, the contamination concentration of the Tweet client sources 

(see Fig. 4.9) demonstrate some interesting results with higher contamination 

concentration from Twitter Web Client and Linkis.com (a free link 

customisation service for social promotion). It was also discovered that many 

of the accounts posting these contaminated instances were later suspended 

by Twitter. 

 

(a) Non-contaminated Tweets                   (b) Contaminated Tweets 

Fig. 4.9. Barplot of client sources  
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4.8.2. Dynamical Modelling 

Recall that the proposed dynamical model in equation (4.6) can be used to 

compute the number and distribution of contaminated instances in social data 

sample over time. The model utilises the output of the quality estimator in 

𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚⁡1 to measure abnormal peaks in the distribution of contaminated 

instances in a social data sample over time. The processed dataset 𝐷7 was 

again represented into hourly time component for quality trend analysis 

(monitoring of contaminated to non-contaminated proportions of over a given 

time period). For a sample spanning several weeks, the measurement can be 

dividing into days or weeks. 

 

Fig. 4.10. Tweets quality trend analysis using kernel density plot 

The kernel density plot in Fig. 4.10 shows the evolution of both contaminated 

(cont) and non-contaminated (reg) Tweets within the Brits2016 event window 

(the live shows commenced at 20:00 and ended at 23:00 UK time). One can 

easily deduce from the graph that there were only a few contaminated 

instances at the commencement of the show, the contaminated instances 

then increased to its maximum peak between 20:00 and 21:00 and then 

normalised to a constant value. It is logical to infer that the sharp fall in the 

number of the contaminated instances is due to the default Twitter noise filters 



 

141 
 

which may probably have some lag time. This underscores the need for an 

advanced and real-time noise filter. 

4.9. Conclusions 

One major challenge with social data is the presence of noise (objects such as 

duplicates, non-informative terms, repeated tags or links created and embedded 

in a social update in order to amplify the visibility of misleading information) in the 

mainstream subjects. Contamination or noise in real world data are errors that 

can significantly impact the analysis and conclusions drawn from the data. In 

structured data, these errors are often called data glitches and include typos, 

missing values, outliers, duplicate entries, and distorted values. Signatures are 

commonly used to detect and tag glitches in structured data. The quality of the 

data is often quantified by the glitch prevalence using an objective measurement 

such as glitch scores and indices. In terms of unstructured data such as web 

documents, quality is viewed as a continuous spectrum consisting of high quality 

and low quality documents at each end with most of the pages somewhere in 

between the two extremes. In this study, social data contaminant was defined as 

objects such as duplicate instances, non-informative terms, repeated links, tags, 

and other entities created and embedded in social data in order to amplify the 

visibility of misleading information. Social data instances containing contaminants 

are referred to as contaminated and can degrade search and other quality 

expectations of social data analytic results.  

 The bulk of research effort on mitigating contaminants and contaminated 

social data focused mainly on the detection of suspicious accounts. A major 

challenge, however, regarding account-based approaches is that automated 

accounts are still evolving and developing strategies to emulate organic account 

activities. This underscores the importance of developing methods that can 

measure and filter low quality instances of social data based on the content 

features. The problem was considered to be analogous to evaluating the quality 

of water due to many characteristics similar to both social data and water. This 

study proposed an innovative method for measuring the quality class of social 

data instances and for the dynamic assessment of social data quality. This study 

focused more on social data lake and further study may look into streaming social 

data and online algorithm. 
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 The results obtained are useful in developing filters on social data 

platforms and decision support systems employing machine learning features on 

what dataset can be used for given decision-making tasks. For instance, in order 

to standardise sentiment analysis result, specific data quality criteria can be 

drafted so that published analytical results can be effectively compared. The 

result can also be a guideline for individuals and organisations offering open 

datasets for market analysis.  
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Chapter Five: Towards Social Data 

Quality Standard 

 

5.1. Introduction 

Given a sample of social data, this study tried to understand the analytical effect 

and prediction of contaminated instances in the previous chapter. It also 

addressed critical data quality issues related to fitness for use, user satisfaction, 

and conformance to best practice policies by adapting the well-established 

methods of water quality monitoring. With regards to fitness for use, instances of 

social data that are completely irrelevant were filtered during the data collection 

process, user satisfaction were measured directly from user reactions such as 

likes, comments, and shares or retweets in the case of data from Twitter, finally, 

regarding conformance which is usually platform specific, social data from Twitter 

was utilised Tweet features (similar to water quality indicators) that adulterate a 

Tweet to become a contaminated instance were defined. These features were 

then integrated into a model for estimating the contaminated likelihood of 

unlabelled Tweets. Using raw and filtered version of Tweets in an experiment, 

some bias in topic modelling and sentiment analysis results introduced by 

contaminated instances were observed. An algorithm for predicting and ranking 

social data instances based on their level of contaminants and a dynamical 

system model for measuring trends in social data quality were developed and 

evaluated to be very useful. Again, in social retrieval applications where users 

often search or analyse updates on events of interest as it happens, a filtering 

technique that can complement the automated account classification effort is 

needed.  

 This chapter, is a further step in the same direction, here, the focus is on 

answering the second part of RQ3, which is focused on developing benchmarks 

that can be used to compare the suitability of social data samples for different 

information needs. The proposed algorithm (see section 4.6) for estimating the 

quality level of social data called 𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚1 will be utilised for comparing 
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several samples of Tweet datasets. Apart from its commercial application, an 

answer or answers to this part of RQ3 can also be a further step in developing a 

formal background for social data quality monitoring. Other interesting research 

application of this and previous chapter contributions include real time evaluation 

of the effect of contaminated social data in search and analytic results.  

 The rest of this chapter is organised as follows, section 5.2 introduced 

fundamental concepts and definitions of social data quality benchmarking, 

section 5.3 is an analogy between the well-established water quality standard 

and the proposed social data quality standard (a case study of Twitter data), 

section 5.4 presents social data comparison results obtained and lessons learnt 

through experimental work using datasets from Twitter, and finally section 5.5 

demonstrate the utility of the contributions in this and previous chapters in social 

search, and finally, section 5.6 is the chapter conclusion which provides an 

overview of all that objectives that were met and a pointer to future work. 

5.2. Definitions 

Currently, organisations are being heavily impacted by bad data as a result of 

high degree of inaccurate information, which among other reasons, is due to the 

outdated data management strategies that are in place today (Quality, 2015). As 

reported in the previous chapter, measuring the quality level of an instance or 

sample of social data as well as the comparative evaluation of various social data 

samples is a challenging and difficult task because of the subjective nature of 

natural language text. What looks good to a particular user in terms of quality may 

be perceived differently or bad by another user. However, there should be an 

established benchmark or standard (as in the case of water quality) that describe 

the desired quality of social data or the level of contaminated instances that can 

be tolerated in a sample for a given data application. So, what are standards? 

Definition 5.1. Standard: defined according to online Oxford dictionary as (i) a 

level of quality or attainment, (ii) a required or agreed level of quality or 

attainment, and (iii) something used as a measure, norm, or model in comparative 

evaluations. 

Definition 5.2. Social Data Quality Standard: defined as a benchmark against 

which the quality of social data samples can be compared. This is also analogous 
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to water quality standard which is a benchmark against which monitoring data are 

compared to assess the health of waters (Spellman, 2013).  

5.3. Social Data vs Water Quality Standard Analogy 

Water sources are limited, hence the need to keep its quality at the highest level 

possible (Postolache et al., 2012). The major task of water quality assessment 

involves the sampling and analysis of water constituents and conditions. This is 

achieved by conducting regular testing of water quality indicators and comparing 

the results to some form of established standards. Organisations have become 

obsessed with data and the insight that it can provide, as a result the quality of 

data is growing in importance. Without good quality data, it becomes difficult to 

gain the desired level of insight. Data quality should take a central role, should be 

managed and monitored, and should be part of core business practices of an 

organisation (Quality, 2015). The next two subsections will look into the parallel 

between water and social quality. 

5.3.1. Water Quality Standards 

There are three main dimensions of water quality characterisation. First, the 

physical characteristics of water such as turbidity, colour, taste, odour, and 

temperature which are apparent to the senses of smell, taste, sight, and touch. 

Second, the chemical characteristics of water which refers to measures of 

dissolved impurities such as total dissolved solids (𝑇𝐷𝑆), alkalinity, hardness, 

fluoride, metals, organics, and nutrients (Spellman, 2013). Finally, the biological 

characteristics of water which refers to the presence or otherwise of waterborne 

pathogens that cause waterborne diseases such as bacteria, virus, and protozoa. 

There exist different water quality standards for different locations and 

applications, for example in (Postolache et al., 2012), the acceptable ranges of 

water contaminant indicators established for human consumption are Turbidity (1 

to 5 𝑁𝑇𝑈), salinity (500 𝑇𝐷𝑆), and pH (6.5 to 9.0).  

5.3.2. Social Data Quality Standards 

In the same manner, this study proposes the analogous indicators of physical 

characteristics for social data to include (near)-duplicates and gibberish 

(instances with repeated characters, words, tags, or other entities) that can be 

spotted in a sample; while that of chemical characteristics for social data include 
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hijacked or irrelevant instances and instances with deceptive entities such as 

tags, links, and user mentions; and finally, the analogous biological 

characteristics for social data include instances containing phishing links or 

contents. The next section will look into a case study of Twitter data quality 

standard.  

5.4. Quality Comparison of Data Samples 

As stated in TABLE 4.1, one major application of the proposed social data 

quality estimation result is that the labelled dataset now serves as a gold 

standard for Tweet quality modelling and comparative analysis of related data 

samples. The goal in this section is to measure and compare the proportion 

of contaminated data instances in four Twitter datasets. This is similar to 

comparing the quality of different water samples for similar or different 

applications.  

5.4.1. Dataset 

Four different Twitter datasets were harnessed for quality comparison. The 

first sample (Star Wars), denoted as 𝐷8 was collected on May 4, 2016, using the 

two hashtags #MayThe4thBeWithYou and #StarWarsDay used by Star War fans 

for celebrating the Star Wars Day. The other three datasets (Disaster, denoted 

as 𝐷9 represent Tweets on Disasters on social media, GOP Debate, denoted as 

𝐷10 represent Tweets on the First GOP debate, and Deflategate, denoted 𝐷11 

represent Tweets on New England Patriots Deflategate, 𝐷9, 𝐷10 , and 𝐷11 were 

obtained from Crowdflower27, a collection of cleaned, annotated and enriched 

open social data. 

5.4.2. Social Data Quality Comparison 

Algorithm 1 was applied on each sample (see TABLE 5.1 for a detailed 

description and results obtained). A higher proportion of contaminated 

instances was expected in the Star Wars dataset in relation to the other 3 

datasets (as it was not cleaned). From results obtained, as expected, the Star 

Wars contains the highest proportion of contaminated instances (almost half 

of the dataset). It is however interesting to observe that the Disaster dataset 

                                            
27 https://www.crowdflower.com/data-for-everyone/ 
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was the least affected. Although specific to Twitter data, these results are 

extensible and can be useful in developing filters on social data platforms as 

well as in making choices of what dataset can be used for a given decision-

making task.  

TABLE 5.1. Tweet samples with class percentage estimates  

Class  Star Wars Disaster GOP Debate Deflategate 

contami
nated 

  5247 
(49.97%) 

798 
(7.34%) 

3589 
(25.87%) 

4380 
(37.07%) 

non-
contami
nated 

5253 
(50.03%) 

10078 

(92.66%) 

10282 

(74.13%) 

7434 
(62.93%) 

Total 10500 10876 13871 11814 

 

5.5. Quality Ranking in Social Search 

Drinking water suppliers now provide search tools for consumers to always check 

and monitor the water quality in their areas. For example, the Thames Water 

Utilities Limited28 provided a Web-based tool for its customers to always monitor 

their drinking water characteristics to check hardness, lead pipes, and smell. In 

the same manner, information retrieval systems must always ensure that relevant 

documents appear near the top of a search result. A typical social search or 

information retrieval process (see Fig. 5.1) involves a user (𝑢) who types or 

pronounces a query (𝑞) to a search system and the system retrieves documents 

(𝑑) from an indexed collection by first ranking the documents according to some 

metrics such as the documents relevance score to the query term and then 

returning the top ranked documents to the user. Social information consumers 

usually visit social media platforms for news on real time events, these users 

often are faced with the frustration of retrieving spam and non-informative 

information. 

                                            
28 https://my.thameswater.co.uk/dynamic/cps/rde/xchg/corp/hs.xsl/899.htm 
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Fig. 5.1. Social search architecture with quality ranking method 

The focus of this section is to contribute to the improvement of user experience 

in social information search by offering 𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚⁡1 as an advanced support 

system or optional feature for further ranking of social data based on the level of 

contaminants of each instance in a social stream. 

TABLE 5.2. Sample Tweets and query from #Brits2016 dataset 

Query (q) Adele #brits2016 

 

Doc1 

#brits2016 pls no #adele pls no #adele pls no #adele pls no 
#adele pls no #adele pls no #adele pls no #adele pls no 
#adele pls no #adele 8:47 PM 

 

Doc2 

And @Adele takes home her 2nd BRIT Award for the night! 
Best Single for “Hello” #BRITs #BRITs2016 8:48 PM 

 

Doc3 

just caught a quick glimpse of the #BRITs2016 and WOW, 
my singing babe @Adele won award after award...well 
done! LOVE HER!!! roll on March! 9:11 PM 

 

Doc4 

@ITV @brits @TheO2 @ITV @Adele @antanddec 
@justinbieber @bauermedia @thisisglobal #RihannaBRITs 
#ScottieMcClue #DinkyDoo #BRITs2016 #Adele 9:33 PM 

 

Consider the sample of four Tweets labelled as Doc1, Doc2, Doc3, Doc4 in 

TABLE 5.2. If the Tweets were posted by a single user and were to appear in the 

timeline of the user or followers of the user, the default option may be inverse 
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chronological order, i.e. Doc1:Doc2:Doc3:Doc4. Assuming a user interested in 

Tweets mentioning Adele during the Brit Awards show typed the query “Adele 

#brits2016” in the Twitter search box. Let’s say Twitter uses the popular vector 

space model for its relevance ranking, the retrieved result (see TABLE 5.3) will 

be in the order Doc4:Doc3:Doc2:Doc1.  

TABLE 5.3. Relevance versus quality based ranking models 

documents relevance estimate contaminated estimate 

Doc1 0.04995497 0.9963914 (contaminated) 

Doc2 0.2687147 0.1217354 (non-contaminated) 

Doc3 0.2928053 0.02172186 (non-contaminated) 

Doc4 0.7033982 0.9999925 (contaminated) 

 

Imagine a trending topic attracting millions of Tweets streaming at real time, 

search result based on the relevance retrieval may degrade the quality of user 

expectation. Doc1 and Doc4 are obviously non-informative as far as Brits Award 

event is concerned. Incorporating our method as an optional filtering strategy, the 

retrieved result will be in the following order Doc2:Doc3:Doc1:Doc4. This analysis 

can be easily extrapolated into other social data by just defining the relevant 

features that can be used as input to the algorithm. The analysis is also relevant 

in the Pharmaceutical domain especially in aiding users searching for online 

medications.   

5.6. Conclusions 

This chapter reports the contribution of this study in developing standards that 

can be used to compare the suitability of social data samples for different 

information needs. It specifically focused on Twitter data and addressed critical 

quality issues related to fitness for use, user satisfaction, and conformance to 

best practice policies. The chapter began by observing those salient features of 

social data that allows into the public stream, contaminated instances that 

contravene Twitter best practice policies. These features were compared with the 

three main dimensions of water quality. The method that was developed in 

Chapter Four for estimating the probability that a social data instance is 
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contaminated was extended here to compare several samples of Twitter datasets 

with known quality level.  

 The results obtained met all expectations and are useful in developing 

filters on social data platforms and in making choices of what dataset can be used 

for a given decision-making task. Experimental results obtained using five 

different Tweet datasets revealed the significance of the study in standardising 

social data quality benchmarks. It also demonstrated the use of the proposed 

method in enhancing the level of user satisfaction in social search. This study 

recommends a dynamic analysis of the effect of contaminated instances on 

different data representations and knowledge discovery techniques, extending 

this work to data streams and other social data platforms, and developing industry 

wide data quality standards and decision support systems. 
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Chapter Six: Conclusions 

People are now turning to the Internet to buy things because of convenience and 

cheaper options. The growing popularity of the Internet offers new opportunities 

for cybercriminals to conduct their nefarious activities. With the advent of e-

commerce, digital currency, and online banking technologies, many traditional or 

physical-world crimes have taken a new turn into developing an online presence. 

Many digital crimes require a high degree of organisation and involve a network 

of humans (such as manufacturers, users, and distributers) and systems (such 

as payment gateways, e-commerce, and delivery or shipping systems). The wide 

availability of products and services being offered through e-commerce platforms 

necessitates the need to accurately assess and evaluate the quality and 

genuineness of the offers and the offerors. Again, the highly dynamic nature of 

online pharmacies with entities continuously appearing and disappearing and 

services are additional challenges that call for the development of robust and 

efficient trust and reputation mechanisms. Furthermore, a means of uncovering 

hidden networks and key members in a network is required in order to be able to 

disrupt crime associations.  

 Traditional crime data mining based on crime incident reports can only 

attempt to discover what is going on as far as crime is concerned, but the true 

nature remain buried in unstructured content that represents the hidden story 

behind the data. User interactions on social media and other online platforms 

leave valuable traces of feedback and opinions that can help in shaping the 

products and services being discussed. This feedback is also an important source 

of information that can be utilised to measure the quality of both the content and 

sources of products and services. It can also be used to detect, infer, or predict 

crimes. However, these data must be of the required quality standard in order to 

avoid misleading outcomes. There are many reputation systems that enable 

users of products and services to provide feedback, in some cases, positive 

opinions often mean profits and fame for businesses and individuals. This, 

therefore, became a very strong incentive for people to manipulate the system by 

posting fake opinions or false reviews in order to promote or discredit certain 
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products. The effectiveness of crime intelligence is highly dependent on the 

quality of the data, hence the need to measure and ensure that social data for 

crime prediction are of the suitable quality level. This underscores the importance 

of developing methods that can measure and filter low quality instances of social 

data based on the content features. In an attempt to contribute towards mitigating 

issues of digital crime and poor data quality, the following three novel research 

questions RQ1, RQ2, and RQ3 were respectively proposed thus, can user 

feedback be harnessed and processed for crime intelligence? Can criminal 

associations, structures, and roles be inferred among entities involved in a crime 

but not directly connected? And can methods and standards be developed for 

measuring, predicting, and comparing the quality level of social data instances 

and samples? This study applied state of the art knowledge discovery techniques 

for crime prediction and developed novel methods and algorithms for data quality 

analysis and prediction. Answers to these questions are vital to a range of 

applications including the understanding, intervention, and policy-making on 

crimes, as well as in the development of filters on social data platforms and in 

establishing social data quality standards. 

 RQ1 was addressed in Chapter One by adapting some fundamental 

mathematical and data mining techniques for the purpose of representing user 

feedback as well as mining topics, computing sentiment scores, and inferring 

word relationships. More precisely, a novel product safety framework (reputation 

system) was proposed for crime intelligence using social data; it utilised Bayesian 

estimation, topic mining, and sentiment analysis techniques in order to rank the 

quality of pharmaceutical vendors, products, and their aspects. The framework is 

an innovative reputation computation pipeline and is in line with an effort to 

uncover patterns of criminal activities as well as the desire to predict when and 

where crimes are likely to occur in the future. Word association was also 

employed to measure the association between crime related words as well as the 

words in the reviews of top rated and blacklisted vendors. In the word correlation 

experiments, high correlation values were obtained for the blacklisted vendors; 

this confirmed the hypothesis on the use of word association techniques for crime 

intelligence. The topic modelling result also revealed some interesting results that 

can be useful in crime intelligence. For instance, the high level of satisfaction from 
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the terms in the reviews of the top rated vendors and a possible dissatisfaction 

from the terms in the reviews of the blacklisted vendors can be utilised to infer 

failed deliveries, poor quality products, etc. The brand and product polarity 

(positive, neutral, and negative) sentiment comparison results signify the 

usefulness of text mining and sentiment analysis on social media data while the 

use of machine learning classifiers for predicting the sentiment orientation 

provide a useful tool for users, product manufacturers, regulatory and 

enforcement agencies to monitor brand or product sentiment trends in order to 

act in the event of sudden or significant rise in negative sentiments. Again, the 

emotional (sadness, anger, fear, surprise, disgust, and joy) sentiment 

classification results also justified the rating status of both top rated and 

blacklisted vendors. 

 RQ2, which focused on typical situations in criminal datasets where there 

is no information on the direct connection among criminals, was addressed in 

Chapter Three through an innovative method for inferring entity relationships by 

employing the concept of co-occurrence. A novel approach was proposed for 

representing historic crime data as a k-partite graph of common attributes and 

then projecting the graph to its unipartite components. Two case studies were 

conducted; the first analysed traditional counterfeiting crime (manufacturer-

manufacturer) networks and this study hypothesised that the network analysis of 

pharmaceutical crime data can be useful in modelling indirect relationships 

among important entities involved (for example the criminals which include 

manufacturers, advertisers, and distributors, the products they sell, the banks that 

process their credit and debit card transactions or the delivery services used for 

shipping the products). The second case study analysed Darknet (vendor-

vendor) networks and it investigates how networks can be inferred from illegal 

transactions in the darknet. Results obtained in both case studies may be useful 

for operational strategies, for instance, vertices with a central position in their 

clusters may have an important function of control within a group while vertices 

lying at the boundaries between clusters may play an important role between two 

groups. Once these criminal groups are identified and their habits are known, law 

enforcement authorities may begin to assess crime trends in order to forecast 

and hamper the development of perceived future criminal activities. These 
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analyses may also aid security agencies to further investigate whether the 

clusters are actually involved in an organised network, the evolution and duration 

of the network, what sustains it, and how it can be disrupted. Beyond these 

analyses, SNA can also be used to reveal relationships between user accounts 

sending pharmaceutical spam and the spam URL’s. 

 RQ3 was actually a consequence of RQ1 and RQ2, both Chapter Two and 

Chapter Three recommended a further work in data quality, especially social 

data. It was discovered that the quality of social data is still a major concern for 

users as well as in data analytics, this is because distinguishing between good 

and bad instances of social data is difficult due to issues such as the veracity of 

contents and accounts, the nature and openness of its providers, the concept of 

anonymity, the large volume of content being created per time, the velocity with 

which social data are being created, and best practice abuse due to difficulties in 

content moderation. RQ3 was addressed in Chapter Four and Chapter Five. 

Chapter Four looked into methods for measuring and predicting the quality level 

social data instances. It considered the problem to be analogous to evaluating 

the quality of water due to many characteristics similar to both social data and 

water. It then proposed an innovative method for estimating the quality class of 

social data instances and for the dynamic assessment of social data quality. The 

justification of the water versus social data analogy is due to the following: firstly, 

the science of water quality evaluation is very well established; secondly water 

bodies can suitably be compared with archived social data while a flowing river 

can be likened to social data streams, and finally the indicators and parameters 

for measuring water quality show good adaptability to measure social data 

quality. Experimental results obtained using Tweet data uncovers some bias in 

topic mining and sentiment analysis due to contaminated instances and revealed 

the significance of the study in developing filters on social data platforms and in 

the development of decision support systems employing machine learning 

features on what dataset can be used for given decision-making tasks. Chapter 

Five focused on developing benchmarks for social data quality comparison. For 

instance, in order to standardise sentiment analysis result, specific data quality 

criteria can be drafted so that published analytical results can be effectively 

compared. The result can also be a guideline for individuals and organisations 
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offering open datasets for market analysis. The chapter also demonstrated the 

use of the proposed method in enhancing the level of user satisfaction in social 

search. 

 In terms of crime intelligence using social data, this study recommends 

that further research in this line should consider (i) working closely with social 

data security agencies in order to be able to correlate the result obtained with real 

crime incidents, (ii) using other sources of datasets such as search logs and the 

many evolving groups and pages on social media that are dedicated to providing 

feedback on their experiences of using certain goods or services (iii) comparing 

the results with mainstream media report archives such as the newspaper section 

of LexisNexis29 library. Sentiment-based identification of suspicious actors and 

contents is becoming very interesting but requires an interdisciplinary approach. 

Major social media platforms such as Facebook and Twitter are beginning to 

develop research departments at the intersection of computer science, statistic, 

and social science for aggregating crowd wisdom. A recent study in (Scrivens et 

al., 2017) reported that sentiment analysis can enhance the process of identifying 

users of interest to counter-extremism agencies.  

 Regarding social data quality, as time passes, social communication will 

keep changing in content and structure, data quality, therefore, becomes 

dynamic. The challenges of dynamic data quality promise to provide research 

opportunities for a long time to come (Labouseur and Matheus, 2017). This study 

recommends the following (i) a dynamic analysis of the effect of contaminated 

instances on different data representations and knowledge discovery techniques, 

(ii) extending this work to data streams and other social data platforms, and (iii) 

developing industry wide data quality standards and decision support systems.  

   

 

  

                                            
29 https://www.lexisnexis.com/ap/academic/form_news_wires.asp 
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