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Abstract 

An experimental study was conducted to investigate damping and fluidelastic in­

stability in tube arrays subjected to two-phase cross-flow. The purpose of this research 

was to improve our understanding of these phenomena and how they are affected by 

void fraction and flow regime. The model tube bundle had 10 cantilevered tubes in 

a parallel-triangular configuration, with a pitch ratio of l.49. The two-phase flow 

loop used in this research utilized Refrigerant 11 as the working fluid, which better 

models steam-water than air-water mixtures in terms of vapour-liquid mass ratio as 

well as permitting phase changes due to pressure fluctuations. The void fraction was 

measured using a gamma densitometer, introducing an improvement over the Homo­

geneous Equilibrium Model (HE:.vf) in terms of void fraction, density and velocity 

predictions. Three different damping measurement methodologies were implemented 

and compared in order to ohtain a more reliable damping estimate. The methods 

were the traditionally used half-power bandwidth, the logarithmic decrement and an 

exponentiDI fitting to the tube decay response. The decay trace was obtained by 

"plucking" the monitored tube from outside the test section using a novel technique, 

in which a pair of electromagnets changed their polarity at the natural frequency of the 
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tube to produce resonance. The experiments showed that the half-power bandwidth 

produces higher damping values than the other two methods. The primary difference 

between the methods is cam,ed by tube frequency shifting, triggered by fluctuations 

in the added mass and coupling between the tubes, which depend on void fraction 

and flow regime. The exponential fitting proved to be the more consistent and reliable 

approach to estimating damping. In order to examine the relationship between the 

damping ratio and mass flux, the former was plotted as a function of void fraction 

and pitch mass flux in an iso-contour plot. The results showed that damping is not 

independent of mass flux, and its dependency is a function of void fraction. A dimen­

~;ional analysis was carried out to investigate the relationship between damping and 

two-phase flow related parameters. As a result, the inclusion of surface tension in 

the form of the Capillary number appears to be useful when combined with the two­

phase component of the damping ratio (interfacial damping). A strong dependence 

of damping on flow regime was observed when plotting the interfacial damping ver­

sus the void fraction, introducing an improvement over the previous result obtained 

by normalizing the two-phase damping, which does not exhibit this behaviour. The 

interfacial velocity model was selected to represent the fluidelastic data in two-phase 

experiments, due to the inclusion of the tube array geometry and density ratio ef­

fects, which does not exist for the pitch velocity approach. An essential component 

in reliably establishing the velocity threshold for fluidelastic instability, is a measure 

of the energy dissipation available in the system to balance the energy input from 

the flow. The present analysis argues that the damping in-flmv is not an appropriate 

measure and demonstrates that the use of quiescent fluid damping provides a better 

measure of the energy dissipation, which produces a much more logical trend in the 

stability behaviour. This value of damping, combined with the RAD density and 

the interfacial velocity, collapses the available data well and provides the expected 

trend of two-phase flow stability data over the void fraction range from liquid to gas 

flows. The resulting stability maps represent a significant improvement over existing 
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maps for predicting fluiclelastic instability of tube bundles in two-phase flows. This 

result a1so tends to confirm the hypothesis that the basic mechanism of fluidelastic 

instability is the same for single and two-phase flows. 
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Nomenclature 

A Upstream flow area [m2
] 

Cap Capillary number 

C1 Interfacial Coefficiellt 

D Tube diameter [m] 

Dt' Effective tube diameter [m] 

Dl'ef Reference diameter, related to confinement [m] 

Dw Length scale of the flow [m] 

f Frequency of vibration [Hz] 

fa Frequency of vibration in air [Hz] 

fl Frequency of vibration in liquid [Hz] 

fR Reduced frequency 

FEI Fluidelastic Instability 

Fl' Froude number 

9 Gravitational acceleration [m/s2
] 

Gp Pitch mass £lux [kg/m2s] 

h Specific enthaJpy [kJ /kg] 

HE::VI Homogeneous Equilibrium 1Jodel 

J( Fluidelastic constant in Connors equation 

L Tube length [m] 

117 Lineal mass, including fluid added mass [kg/m] 

rna Fluid added mass [kg/m] 

mh Fluid added mass for two-phase flows [kg/m] 

mR Hydrodynamic mass ratio 

mt Lineal mass of the tube [kg/m] 

N Gamma count measured 
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q Heat transferred to the Freon [k W] 

Q Total volumetric flow rate [L/s] 

He Reynolds number 

Ri Richardson llluuber 

S Slip Ratio 

VI,; Superficial Velocity of the liquid phase [m/s] 

V'lS Superficial Velocity of the gas phase [m/s] 

VI Velocity of the liquid phase [m/s] 

u,g Velocity of the gas phase [m/s] 

\l Flow velocity [m/s] 

"'~q Equivalent flow velocity [m/s] 

1~. Interfacial velocity [m/s] 

",~ Pitch flow velocity [m/8] 

1~, Reduced velocity 

TVe \Veber number 

:r Thermodynamic quality 

Cl:H Void fraction based on the HENI 

(5 Logarithmic decrement of damping 

r Confinement term 

if> (f R) Dimensionless force spectrum 

P Fluid Density [kg/m3
] 

Pg Gas density [kg/ml] 

PH Fluid density based on the HErvl [kg/m3
] 

PI Liquid density [kg/m'l] 

PI/} Density of liquid water [kg/m3] 

Ptp Two-phase density [kg/m:3] 

PRAD Fluid density based on the RAD void fraction [kg/m3
] 
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(T Total damping ratio 

(v Viscous damping component 

(8 Structural damping component 

(tp Two-Phase damping component 

(1 Interfacial damping 

(F Fluid damping 

(f Fluid damping, Baj and de Langre (2003) 

(i ~ormalized fluid damping, Baj and de Langre (2003) 

a Surface tension [~/m] 

III Dynamic viscosity of the liquid phase [p, Pa s] 

l/ Kinematic viscosity [m2 s] 

Wn Circular natural frequency [rad/s] 
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CHAPTER 1 

I ntrod uction 

The interaction between fluid flow and structural dynamics is a common phenomenon 

both in nature and mau-made devices. From the design of musical instruments to 

bridge decks, skyscrapers, electrical transmission lines, aircraft wings and heat ex­

changer tube armys, the study of fluid-structure interaction plays an important role 

in a broad range of cngineering applications. 

vVhen the fluid forces cause a continuou:s oscillation of the structure, the fluid­

structure interaction is called flow-induced vihration. Typically, the effect of these 

vibrations degrade the performance of the system in considcration, leading to ea.rly 

failures that translate into additional maintenance and significant financial losses. For 

this rC'ason, especially in the case of the power and process iudustries, understanding 

and considNation of flow-induced vibrations has become extremely important at the 

design stage (Pai'doussis, 2006). In the past, most of the vibration problems were 

resolved by using exaggerated safety factors, \"hich also had the coHateral dfeet of 

requiring a much higher economic investment. Due to the progressive increase in 
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both production demand and fuel prices, increasing the efficiency of power plants has 

become a critical issue. The performanc(' of plant devices now requires lighter struc­

tures and higher flow rates. For the specific case of heat exchAngers, this translates 

into lower pressure drops and largf'f flmv velocities, in order to achieve much higher 

heat transfer perfonncLllce. 

The use of two-phase shell-and-tube heat exchangers is a common practice in 

the power and process industries due to their thermal capabilities. In the nuclear 

industry, steam generators are particularly sensitive to flow-induced vibration prob­

lems, especially at the U-bend of the tube bundle, where cross-flow occurs. In this 

case, avoiding a potentia.l failure is not only a financial concern, but also a. matter of 

safety. III Canada. AECL (Atomic Energy of Canada Limited) developed the CANDU 

(Canada Deuterium-Uranium) reactor, which uses heavy water (D20) as the moder­

ator (see Figure 1.1). Currently, there are more than 30 CANDU uuits in the world, 

with 18 of them located in Canada. vVith oil prices rising since the beginning of this 

decade, nuclear power is quickly recovering the attractiveness that it had in the past, 

with the additional advantage of not contributing to global warming. In 2004, 16 

% of the electricity ill the world (equivalent to 2,619 Billion k\V Ill) was produced 

by nuclear power plants. It is expected that nuclear energy sources will provide an 

additional 1,000 Billion kvV Ih by 2030 (EIA, 2007). 

Figure 1.2 shows a recirculating type steam generator, used in CANDU nuclear 

reactors. The fluid on the tube side is heavy water that has been in contact with 

the radioactive source and carries its energy in the form of latent heat. On the shell 

side, the "light" water is evaporated as it moves from the bottom to the top of the 

heat exchanger, flowing in the axial direction relative to the tubes until it reaches the 

U-bend region of the tube bundle. Above this section, a set of centrifugal moisture 

separators ellsure that only the vapor phase will exit the steam generator and flow 

through the turbine. while the liquid is recirculated. At the U-bend region of the bun­

dle, the cross-flow configuration of the two-phase fiow has the potential to produce 

high amplitude tube oscillations, especially at the outer tube spans where the stiffness 
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of the array is the lowest. If the amplitude of the vibrations becomes large enough, 

the tubes can be damaged by impact and fretting wear at the supports, thinning due 

to repeat.ed mid-span collision or fat.igue caused by high bending stresses (see Figure 

1.3). Gamio and Pint.o (1999) have identified tube fretting as one of the most com­

mon failure mechanisms in heat. exchangers, often resulting in unplanned production 

interruptions. Green and Hetsroni (1995) reported that mechanical damage in the 

form of fretting affected more than half of the stearn generators in t.he world during 

the last decade (see Table 1.1). 

Since the early 60's, a lot of research has been carried out to both predict the 

conditions that will produce the vibrations in heat exchangers, and improve our un­

derstanding of the underlying physical mechanisms that take part in the phenomena. 

In single phase flows, the nature of the flow excitation mechanisms is relatively well 

understood (Pa"idoHssis, 1982; Chell, 1984). The determination of the onset of flu­

idelastlc instability, the most dangerous excitation mechanism ill heat exchangers, 

is typically carried out by using empirical stability maps (see, for example, Weaver 

and Fitzpatrick (1988)). Fluidelastic instability can produce large oscillations and 

early failure of the tubes, and has been the main subject of attention from a research 

point of view. .\fnmerous stndies have investigated the effect of parameters such as 

tube diameter and frequency, pitch ratio of the array, lllass ratio, and the physical 

properties of the fluids involved. 

Gas-liquid flows are commonly encountered in heat exchangers such as condensers, 

evaporators, reboilers and steam-generators, which account for more than half of the 

process heat. exchangers. Hmvever. the amount of research done in two-phase flow­

induced vibration is small in comparison with the single-phase case. In two-phase 

flows, there are some additional factors to be considered, most of them rcIated to 

the flow characteri~Htion. The first published data that presented a comprehensive 

analysis of the two-phase knowledge at the time was that of Pettigrew et al. (1989a), 

describing the vibration mechanisms present in two-phase cross-flow across tube ar­

rays, and introducing some strategies aimed at predicting the fiuidelastic instability. 
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As for the majority of the data published to date, this research was carried out using 

air-water mixtures cine to the complexity and financial cost of steam-water experi­

ments. The drawback of this fluid combination is that the density and viscosity ratios 

are v0ry different than those in stearn-water flows. In addition. the air-\vater mix­

tures does not allow for phase change or flashing, which occurs in single-component 

two-phase mixtures. 

It has typically been assumed that in two-phase flow problems, fluidelastic insta­

bility can be predicted by using the same parameters (reduced velocity and mass­

damping) as in single-phase flows. The fundamental difference is how the flow veloc­

ity, flow density, natural frequency and damping ratio are determined for two-phase 

flows. Two new parameters come into play: the void fraction (or fraction of the gas 

phase) and the flow rcgimc (morphology of the phases). The introduction of the void 

fraction changes the way density, velocity and damping are defined in two-phase flows. 

Traditionally, the void fraction is calculated based on the Homogeneous Equilibrium 

J\tIodel (HE:Yl), which assumes that there is no "slip" or relative velocity between the 

phases (that is, the liquid and gas phases move at the same velocity). With regard to 

the damping, the current practice relies on the half-power bandwidth method based 

on the averaged frequency spectrum of the tube, even when the flow excitation is 

Hot steady nor ergodic. This approach does not take into account that the change 

of added lllass around the tubes may produce a continuous shifting of the natural 

frequency. 

From the £luidelastic instability analysis point of view, the current design guidelines 

for two-phase flow across tube arrays suggest the use of the damping ratio measured 

at half the critical mass flux. The author believes that even when some estimate 

of damping is required for design purposes, there is no physical justification for this 

particular choice. At half thp critical mass £lux, the damping ratio is dose to its 

nUl xi mum , leading to a non-conservative design. 

The purpose of the research reported in this thesis is to develop a better under­

standing of dumping and fiuidelastic instability in heat exchangC'r tube arrays sub-
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jocted to two-phase flow. In order to improve the estimated value~ of reduced velocity 

and mass-damping parameter used in stability maps, an experimental program was 

undertaken, introducing a number of changes from the traditional approach in terms 

of measurement and data analysis. In this study, Refrigerant 11 (Freon) was used 

as the working fluid, allowing for a much better modelling of the real steam-water 

problem due to its phase change capability. In addition, the void fraction, usually 

based on the HEM model, was measured directly by using a gamma densitometer, 

eliminating the inaccuracies introduced by the no-slip assumption. A novel technique 

using an electromagnetic excitation device was designed and implemented to obtain 

more reliable damping estimates, minimizing the effect of the added mass fluctuation 

produced by the unsteady nature of the flow. It is hoped that a better understanding 

of the parameters governing fluidelastic instability in tube bundles exposed to two­

phase flow will ultimately lead to improved design criteria for predicting the onset of 

these damaging vibrations. 

1.1 Outline of the Thesis 
This thesis is divided iuto 6 Chapters. Chapter 2 presents a review of the flow ex­

citation mechanisms in single and two-phase cross-flows, including the measurement 

and analysis of the damping ratio to be used in fluidelastic analysis. A literature sur­

vey of the modelling technique'S for two-phase flows across tube bundles is provided, 

including the important aspects of void fractioll alld flow regime. In Chapter 3, the 

experimental facility is presented and described, including the details related to the 

new electromagnetic excitation device for carrying out damping measuremeuts. The 

preliminary testing of this tool and the post-processing methodologies for the data are 

also discussed. Chapter 4 presents the two-phase flow and damping results obtained 

ill the experiments, and introduces a new approach for nonnali;;;ing the damping 

data. The damping obtained by using the traditional half-power bandwidth method 

is compared to the exponential fitting to the decay trace, hased on the results of the 
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new measurement device. The frequency shifting phenomenon is explained and veri­

fied. A clear relationship between the flow regimes observed during the experiments 

and the damping ratio is identified by using the new normalizing approach. Chap­

ter 5 presents the fluidelastic instability results, and examines the effects of various 

parameter definitions on stability maps used for predicting this phenomenon. Rec­

onunendatio11s are made based 011 parameters which provide the expected consistent 

transition from liquid, through two-phase, to gas flows. Chapter 6 summarizes the 

important novel contributions of this research and recommendations for future work. 
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Table 1.1. Steam-generator proLlems worldwide, Green and Hetsroni (1995). 

Reported Problem 1977 1982 1992 
Denting 
Tube support Corrosion 15 30 34 
Tube-sheet corrosion 6 12 50 
Tubing Corrosion 
\\lastage 19 28 39 
Pitting 0 3 14 
ID Cracking 1 22 90 
OD SeC/IGA 6 22 74 
Mechanical Damage 
Fretting 9 15 117 
Fatigue Cracking 3 4 10 
Impingement 0 2 9 
No Reported Problems 26 32 33 

TOTAL UNITS 52 99 205 
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(a) (b) (c) 

(d) (e) 

Figure 1.3. Tube damage caused by flow-induced vibration. (a), (b) and (c) show 
the effects of fretting wear at the supports, (d) tube-to-tube clashing at 
the mid-span between the supports and (e) damage caused by a broken 
piece of tube that hits other tubes in its path (pictures (a). (b), (') and 
(d) were supplied by AECL. picture (e) by UKAEA Harwell- UK) 
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CHAPTER 2 

Background - Review of Flow Excitation Mechanisms and 

Two-Phase Flow Modelling 

Ai:> was dii:>cussed in the previoui:> chapter, flow-induced vibrations in heat exchangers 

are an important concern due to their capability for generating tube failures in a rel­

atively short time. As the increai:>ing demand in the performance of heat exchangers 

requires lighter structures and higher flow rates, they become more prone to vibration 

problems, potentially leading to fretting wear at the tube supports and tube-to-tube 

clashing at the mid-span. Although the nature of the excitation mechanisms is rela­

tively well understood in sillgle-phai:>e flows, SOllle difficulties arise in two-phase flows, 

mainly related to the flow characteri7:ation. This Chapter presents a literature survey 

of the excitation mechanisms for single <tnd two-phase flows across tube arrays. The 

existing models for analyzing fluidelastic instability and two-phase damping, as well 

as the current design guidelines, are introduced and discussed. The scaling parame­

trrs more commonly used in two-phase flow-induced vihration experiments are also 

presented. The last part of the chapter is dedicated to examining the existing models 

for determining the void fraction, flow regime and two-phase velocity. 
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2.1 Excitation Mechanisms in Single-Phase Flow 
The flow-induced vibration mechanisms can be classified under three general cate­

gories: forced vibrations, self-controlled vibrations and self-excited vibrat.ions, which 

correspond to steady state response, resonance and st.abilit.y phenomena, respectively 

(\\1eaver, 2003). For the particular case of tube arrays, these mechanisms are com­

monly known as t.urbulence buffet.ing, vortex shedding (or Strouhal periodicit.y) and 

fluidelastic inst.ability (FEI). 

Figure 2.1 shows the relationship bet.ween t.he t.ube array response and t.he cross­

flow velocit.y for single-phase flows. The excit.ation mechanisms that produce t.he 

oscillations are directly relAted to the flow velocit.y. When the flow has reached the 

velocity required for transition to t.urbulence, t.he random nat.ure of t.he latt.er will 

produce a random dynamic pressure over the cylinder surface, inducing a random 

displacement. Commonly, t.hese displacements are not large compared to the c.'{lin­

del' diameter. This forced excitation is known as "turbulence buffeting", a,nd cannot 

be eliminated. However, turbulence is beneficial in heat (,xchangers, since it pro­

motes mixing alld maximizes the heat transfer coefficient. The effects of the small 

displacements produced by the turbulent buffeting must be estimated to det.ermine 

the effective service life of the tube bundle. 

Flow across the tubes also causes alternate vortex shedding, producing harmonic 

fluctuations of surface pressure. The "vortex shedding" or "Strouhal periodicit.y" 

is initially considered a forced vibrat.ion, because t.he fluid forces are independent 

of t.he structural displacement. as long as the lattC'r arc small. If t.he displacements 

hecome sufficiently large, the vortex shedding process becomes locked onto the struc­

t.ural frequency and t.he phenomenon becomes "self-controlled". The rC'sultant peak 

in amplitude is located in the vicinity of the structural natural frequency. In gas 

flows, when t.he vortex shedding frequency coincides with the natural frequency of 

the duct or container, acoustic resonance may be generated, producing intense lloise 

and vibration. Excellent reviews of the vortex shedding mechallism and its effects on 

tube arrays can be found in Ziada et aI. (989a), Ziada et aI. (989b),\Veaver (1993) 
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and Oengoren and Ziada (1998). 

At higher flow velocities there is an interRction between the flow field and the 

vibration response of the tube array. This produces an unstable condition known 

as fluidelastic instability, characterir,ed hy large amplitude oscillations which are ex­

tremely dangerous for any kind of device. In Figure 2.1, it is clear that at the 

fluidclastic instability threshold, a small increase in flow velocity produces a large 

increase in the tube response. vVhen a cylinder in an array changes its position, the 

flow field around it also changes, affecting the fiuid forces exerted on the cylinder and 

its neighbours. These fluid forces call induce instability if the energy input by the 

fluid exceeds the cnC'rgy dissipated hy damping. Due to the potential damage to the 

tuhe bundle caused by these large-amplitude oscillations, predicting the fluidelastic 

instability threshold has been the primary subject of attention during the last four 

decades from a research point of view. 

2.1.1 Fluidelastic Instability in Single-Phase Flows 

Fluidclastic instability is a self-excited vibration mechanism, i.e., the forces on 

the tube are path-dependent and hence non-conservative. In general, instability can 

be classified ClS being static or dynamic. Static instability occurs when the forces 

induced by the flow are in phase with the displacemf'nt of the structure, overcoming 

the structural stiffness and producing a static deflection (also known as divergence). 

HoweVf'r, if there is a phase difference between the tube motion and the induced 

fluid forces, the result is a dynamic instability. The tube will oscillate at or near 

its natural frequency according to the component of the fluid force in phase ~with 

the velocity (fluid-damping force). The amplitude of oscillation produced hy the 

dynamic instability will increase until the overall damping of the system is capable of 

dissipating this energy, or until the motion is limited by some external constraint (i.e. 

spacing the between tubes). The fluidelastic instability that occurs in tube arrays is 

a dynamic instahility. 

The first studies carried out in order to better undf'I'stand fluidelastic instability 
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and establish how to determine the fluidelastic instability threshold (or critical veloc­

ity of the flow), were those of Roberts (1966) and Connors (1970). Roberts (1966) 

performed experiments in single and double rows of tubes, and attributed the in­

stability to a time lag between the tube displacement and the switching of jet-pairs 

issuing between the tubes. Connors (1970) carried out experiments in a single row 

of cylinders, subjecting the array to an air flow. He considered that the instability 

was the result of the interaction of the neighboring tubes as they vibrate in oval 

trajectories with specific phase relationships. As a result, he proposed a quasi-static 

serni-empirical model which yielded a stability prediction known as Connors equation, 

which was refined later by Blevins (1974). The equation expresses the relationship 

between two non-dimensional variables, known as the reduced velocity and the mass­

damping parameter, and takes the general form: 

~ = r (1715)n 
fD K pD2 (2.1) 

In equation 2.1, 11 is the pitch velocity, or average flow velocity in the gap between 

the tubes, D is the tube diameter, p is the fluid density, f is the tube natural fre­

quency, m is the tube mass per unit length (including the fluid added mass) and 6 

is the logarithmic decrement of damping, which represents the energy dissipation in 

the system. The added mass (or hydrodynamic mass) is the mass of the surrounding 

fluid that has an inertial effect on the tube dynamics. Blevins (1974) also derived an 

equation similar to 2.1 for a single tube row, assuming that the fluiddastic instability 

forces wrre due to relative displacement between the tube and its neighbours. The 

constants K and n, initially equal to 9.9 and 0.5 respectively according to Connors, 

have been a topic of discussion during almost four decades. Although Connors' ex­

periments were carried out for a single row of tubes. equation 2.1 is currently used 

for the design of heat exchanger tube bundles, which have multiple tube rows and 

different geometric configurations or array patterns (see Figure 2.2). 

One of the conseqnences of Connors' theory is that the displacement of the neigh-
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boring tubes is required for the instability to take place. However, it has been found 

that a single cylinder can become unstable even when surroullded by a rigid array 

(\>\leaver and Lever, 1977). This indicates that neither Roberts nor Connors theories 

explain completely the cause of instability. Blevins (1990) presented a more exhaus­

tive dimensional analysis of the problem, showing that the onset of stability depends 

on the following dimensionless groups: 

• Reduced velocity (V/JD) 

• Reynolds number CV D / v) 

• IVIass ratio (m / pD2) 

• Damping ratio (() 

• Array geometric configuration 

• Tube spacing (Pitch over diameter ratio, P /D) 

• Upstream turbulence 

The pitch to diameter ratio is a very COHllllon parameter used to characterize tube 

arrays. The pitch P is defined as the distance center-to-center of the tubes. When 

large amouuts of data were taken into account, the equation proposed by Blevins 

(1990) for the onset of fluidelastic instability took the same form as Connors equa­

tion, with the coefficients 1\ and TI depending on the tube array (geometric configu­

ration. tube spacing) and fluid characteristics (liquid or gas). However, the physical 

nature of the instability is still hidden within those experimental factors. ~Weaver and 

El-Kashlan (19S1a) showed that mass ratio and damping are not linearly dependent 

parameters, as is assumed by Connors. \Veaver and Yeung (1984b) observed that the 

critical velocity was independent of the mass-damping for a parallel triangular array 

subjected to water flow. Price (2001) discussed the suitability of Connors equation for 

determining the occurrence of fluidelastic instability. Based on both theoretical mod­

ds and experimental data. he concluded that "there are many deficiencies associated 
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with Connors equation". and therefore, its use was not justified. The combination of 

mass ratio and damping together as one non-dimensional parameter, the infhwnce of 

damping on the critical velocity and an excessive conservatism are mentioned among 

other reasons for this conclusion. 

Several approaches of the theoretical modelling of fluidelastic instability have been 

carried out to date. There are quasi-static models (Connors, 1970; Blevins, 1974), 

semi-analytical models (Lever and 'Weaver, 1982, 1986a; Yetisir and Weaver, 1993b), 

quasi-steady models (Blevins, 1979; Price and Pa:idoussis, 1986; Price, 1995), unsteady 

models (Chen, 983a) and even numerical models (Eisinger et al., 1995; Longatte et al., 

2003). However. Connors equation is still widely used because of its simplicity and 

case of application. For design purposes, the stability maps (see Figure 2.3) are 

another cOllllllonly used tool. They show graphically the relationship between the 

reduced velocity and the mass-damping parameter for each array geometry, allowing 

the designer to estimate if the bundle will be unstable for a given set of operating con­

ditions. Excellent reviews on the subject have been presented by Paidoussis (1982), 

Chen (1984), \Veaver and Fitzpatrick (1988), Price (1995) and Schroder and Gelbe 

(1999). 

2.1.2 Models for Fluidelastic Instability 

There is no consensus about a universal theory capable of predicting fluidelastic 

instahility for all fluids FInd array geometries fonnd in practical applications. However, 

most researchers agree on the existence of two main mechanisms: a displacement 

mechanism and a velocity mechanism. 

'I'll(> displacement (or stiffness-coutrolled) mechanism assumes that the fluid forces 

are lineaL and that the flow reacts instantaneously as the tube moves (Blevins, 1990). 

The position of the tube and its neighbours affects the flow distribution within the 

array, changing the fluid forces on the tubes. It also assumes that the cylinders in 

adjacent rows vibrate out of phase, damping is the same in the transverse and 8tream­

wise directions, the fluid forces prodnced by the tube velocity are negligible, and the 
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vibration amplitude is an exponential function of time. For the particular case where 

all the cylinders have the same natural frequency, the displacement mechanism can 

be reduced to equation 2.1, introduced by Connors (1970). As mentioned above, 

one of the most important physical consequences of this mechanism is that a flexi­

ble tube surrounded by a rigid array will not become unstable. Weaver and Lever 

(1977) and vVeaver and Yeung (1984a) observed the instability in the aforementioned 

configuration, suggesting that other mechanisms must be operating at the same time. 

In reality, the fluid surrounding the tubes does not "feel" instantaneously the 

change in tube position. Instead, a finite time is required for the flow to react to the 

tube displacements, as was previously pointed out by Roberts (1966). The velocity 

(or negative-damping) mechanism establishes that the instability occurs when a time­

lag exists between the cylinder displacement and the fluid forces. It a1so takes into 

consideration the damping provided by the fluid surrounding the tubes. 

The ('xistence of both the damping and stiffness controlled mechanisms was dis­

cussed by Chen (1983a), and taken into consideration in his unsteady model for 

determining the instability of tube arrays based on a previously developed theory 

(Chen, 1978). This mathematical model required the knowledge of unsteady fluid 

force coefficients, which were first measured hy Tanaka and Takalmra (1980) by using 

a single row of tubes and an in-line tube bundle with a single flexible tube. Their 

results showed that both the damping and stiffness force coefficients were dependent 

on the reduced velocity. Chen (1 983b) used the coefficients pH'sented by Tanaka and 

Talmhara (1980) to prC'ciict the onset of fluidclastk instability and compared those re­

snIts against previously published research. They found that different stability criteria 

had to be used depending 011 the values of the parameters considered (i.e. reduced 

velocity, damping) and proposed an expression equivalent to Connors' equation with 

k and n depending on cylinder arrangement, mass ratio, mass-damping parameter 

and turbulence characteristics. Price and Pa'idoussis (1982, 1983, 1986) introdllcC'd a 

linearized Cluasi-steady model based all two rows of cylinders, providing SOIlle insights 

into the physical mechanisms of fiuidelastic instability. They concluded that the fluid 
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force coefficients based on measurements froIll two rows of cylinders were only appli­

cable to tuhe arrays if the rows wen' surrounded by fixed tubes. They also attributed 

the instability to a phase-lag between the cylinder motion and the resulting fluid 

force. The stiffness-controlled mechanism was predominantly observed at high values 

of the mass-damping parameter (mainly due to the relative tube motion) while the in­

stability was attributed to the damping-controlled mechanism for low mass-damping 

parameter values. Price (1995) pointed out that one of the disadvantages of this 

analysis was the amount of experimental input required. 

Lever and Weaver (1982, 1986a,b) used the negative-damping approach in their 

semi-analytical model. They proposed an analytical formulation based on first princi­

ples, which required some empirical input to determine the flow resistance coefficient 

through the army and the positions of flow reattachment and separation from the 

tubes. The stability analysis was performed by considering a unit-cell within the ar­

ray (see Figure 2.4a) and defining its boundaries based on the location ofthe cylinder, 

its neighbours, and the wake region behind the cylinder. The flow was assumed to be 

one-dimensional and inviscid. Using unsteady momentum and continuity equations, 

the unbalanced force on the cylinder was calculated by integrating the pressure profile 

over the tuhe surface wh0re the flow was attached. A phase lag in the fluid force was 

introduced to take into account the inertial effects of the flow, and a resistance term 

was added to include the frictional losses. The predicted stability regions showed 

multiple hands for low values of the mass-damping parameter when plotted on a sta­

bility map, as shown ill Figure 2.4b. According to Price (1995), the results of this 

model agreed very well with the predictions of Chen (983a) and Price and Pn;idoussis 

(1986 ). 

Yetisir and \iVeavcr (1993b,a) modified the model of Le\u and vVeaver to include 

the effects of multiple flexible cylinders. Li (1997) extended the \vork of Yetisir and 

Weaver to multi-span tube arrays, taking into account partial admission effects and 

using a linear disturbance decay function to obtain all explicit stability equation. 

This approach greatly improved the agreement of Yetisir and Weaver (1993b) model 
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wit.h (~xperimental retlulttl and minimized the multiple-stability-region phenomenon. 

caused in part by unrealist.ically large phase angles (see Figure 2.5). 

The preceding review demonstrates that several theories and models have been 

developed for the prediction of fluidelastic instability. While none of them produces 

sat.isfactory results in every CR..<;e, they have shed some light into the physics of the 

mechanisms involved and the parameters to be taken into consideration. For single­

phase flows, the current design guidelines are based on abundant experimental data, 

and therefore can be considered as adequate as long as empirical data exists for the 

particular array geometry of int.erest. 

2.2 Excitation Mechanisms in Two-Phase Flows 
In two-phase fiows, the excitation mechanisms are primarily t.urbulence buffeting 

and fluidelastic iust<l hility, as shown in Figure 2.6. The yortex shedding is unlikely 

to occur in gas-liquid tVlO-phase flows, because the presence of bubbles apparently 

prevents this mechanitlm from appearing (Taylor et aI., 1989; Pettigrew and Taylor, 

1994; Feenstra, 2000). Due to the different nature of two-phase flows, the excitation 

mechanisms are present under different circumstances than in single phase flows. 

2.2.1 Turbulence Buffeting 

vVear due to huffetiug in two-phase flows is especially important if the tubes are 

to he in service for long periods of time. Axisa et al. (1990) investigat.ed t.urbulent 

buffeting in both single and two-phase flows. A theoretical framework was developed 

relating the amplitude of vibration and the dimensionless force spectrum of the flow, 

according to certaill tlcaling parameters (see Appendix A). They proposed an upper 

bound ofthe force spectrum to be used for design purposes in single-phase flows. How­

ever, the tlcalillg parameters chosen could not collap:sc the two-phase data available. 

Taylor ct a1. (1989) measured the fluctuating forces caused by water and air-\vater 

flow:s. They found that the buffeting forces were llluch higher ill two-pha:se Hows than 
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in the single-phase case. The expression used for calculating the dimensionless force 

spectrum in single-phase flows is: 

(2.2) 

where cP(f) is the dinwnsional force spectrum, Pw is the density of liquid water and 

V;) is the pitch velocity. Equation 2.2 cannot be used in two-phase flow because the 

force spectrum is a function of void fraction. Taylor et al. (1996) developed a method 

for reducing two-phase data that is based on more physically sound scaling param­

eters. The bubble diameter was used as the length scale, while the flow regime was 

taken into account to define the force scale. More recently, de Langre and Villard 

(1998) presented a datahas(' of turbulence bnffeting experimental data from direct 

and illdirect force measurements, obtained from different researchers. Different tube 

array configurations and two-phase fluid combinations were considered (air-water, 

steam-water, refrigerants). They found that gravity forces were important in order 

to determine the appropriate dimensionless spectra, and other factors as surface ten­

sion, viscosity and dynamic pressure were not very significant. As a consequence, a 

good collapse was achieved for two-phase buffeting data, allowing for a better esti­

mation of vibration amplitudes and therefore, a more accurate prediction of fretting 

wear rates in heat exchanger tubes. Figure 2.7 shows the relationship between the 

non-dimensional reference spectrum (N.R.E.S) and the reduced frequency (fR). The 

reduced frequency is determined as 

f - fDw 
R- F ' 

'p 
(2.3) 

where Dw is a length scale of the flow based on the tube diameter and void fraction, 

the latter being calculated using the Homogeneous Equilibrium l'vlodel. The upper 

bound of N.R.E.S. proposed hy de Langre and Villard (1998) allows estimation of 

the amplitude of vibration by using the random vibration theory (Appendix A). This 
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method of data reduction has been successfully implemented and used for comparison 

purposes by other researchers (Feenstra., 2000). Other important contributions have 

been presented by Pettigrew and Gorman (1978), Pettigrew and Taylor (1993) and 

Nakamura et a1. (1995). Mureithi et a1. (2002) found that the unsteady fluid forces 

induced on the tubes were not only a function of the reduced velocity, but of the 

void fraction, flow regimf' and other parameters. In addition, they observed that 

two-phase damping has a much more important role in turbulence buffeting than its 

single phase counterpart. 

2.2.2 Fluidelastic Instability 

During the last two decades, research devoted to two-phase flow induced-vibrations 

has increased, mainly driven by the nuclear industry. This is primarily due to the 

susceptibility of the U-bend region in nuclear steam generators to vibration, caused 

by the cross-flow of the steam-water mixture over the long-span and low-stiffness 

tubes. The phenomenon is very complex, and it depends on many different factors 

which are nonexistent in the single-phase flow situation. From a practical point of 

view, it has been postulated that the occurrence of fluidelastic instability can be 

predicted using the two non-dinwnsional parameters used for single-phase flows: the 

reduced velocity and the mass-damping parameter. However, in two-phase flows, 

additional parameters as void fraction, liquid-to-gas density ratio, surface tension 

and flow regime must be considered. Figure 2.8 shows a stability map where two­

phase data has been plotted, bafied on the same analysis used in single-phase flows. 

The data points seem to follow neither the general trend observed in Figure 2.3 nor 

the predictions of the Connors equation. This behaviour snggests that more research 

is required to deal with the unique difficulties of scaling parameters and data analysis 

in two-phase flows. 

One of the first attempts to ~tud:v the fluirielR-stic instability in tube arrays sub­

jected to two-phase flow was that of Heilker and Vincent (1981). They compared the 

two-phase response of a tube bundle subjected to an R-ir-water flow, to that of the 
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single-phase case. Although they described the amplitude response in terms of a fluid 

pressure, they found that the incident flow direction was very important in terms of 

the instability threshold. 

Axisa et a1. (1985) presented results for fluidelastic instability in parallel trian­

gular, normal triangular, normal square and rotated square arrays (P jD = 1.44), 

using air-water and stearn-water mixtures. They found that using air-water data 

was reasonable to simulate steam-water mixtures in terms of fluidelastic instability 

predictions. Nakamura et a1. (1986) also reported data for both air-water and steam­

water flows. Pettigrew et a1. (1989a, b) and Taylor et a1. (1989) presented a series of 

three papers concerning two-phase turbulence buffeting, £luidelastic instability, hy­

drodynamic mass and damping. The four standard tube array configurations were 

investigated using cantilevered tubes: parallel triangular, normal triangular, normal 

square and rotated square arrays, with pitch over diameter ratios of 1.32 and 1.47. 

They found that thf' flniddastic instability behaviour is different for continuous £low 

regimes than for intermittent flow regimes. Interestingly, they commented that the 

£luidelastic instability threshold does not appear to be greatly affected by changing 

the fluids. Also, a relationship between damping alld void fraction was presented, 

showing a maximum damping ratio for void fractions from 40 to 80%. According 

to their research, the damping of the system is strongly influenced by the two-phase 

fluid used, and the air-water combination tendf'd to provide larger damping than the 

stearn-water experiments. This is primarily due to the differences in density ratio 

bptween the liquid and gas phases for different fluids. Pettigrew and Taylor (1994) 

presented a review pRpey discussing turbulence buffeting and fluidelastic instability 

in two-phase flows. Both the axial-flow and cross-flow configurations were considered, 

and design guidelinf's were proposed for hydrodynamic mass and damping. 

The experiments of Pf'ttigrew et a1. (1989b) and Pettigrew and Taylor (1994) were 

carried out using air-water mixtures, with void fractions ranging from 5 to 99%. 

These values are based 011 the Homogeneous Equilibrium Model (HE-:VI) in order to 

compute the "average" velocity and density of the mixture and allow for comparison 
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using stabilit.y maps. The HEM is a model for determining t.he void fraction of t.he 

t.wo-phase flow that assumes no "slip" between the gas and t.he liquid, that is, both 

phases are moving at the same velocity. This assumpt.ion may be suitable for uniform 

flows, were the bubbles are small and evenly distributed. However, the use of the 

HEM for intermittent flows is not valid, since the distribution of void is not uniform 

and because of the "slip" or relative velocity between the phases. 

Feenstra (1993) and Feenstra et a1. (1995) presented one of the first experiments 

using a single component two-phase mixture of refrigerant 11. The fluidelastic insta­

bilit.y threshold values obtained were less conservat.ive than for previous experiments 

wit.h air-water and, by using a gamma densitometer, it was shown that. the real void 

fraction was considerably lower than the values predicted by the HE~1. 

Pettigrew et a1. (1995) reported experiments using R-22. They found that the 

damping rat.io is highly dependant on void fraction: with a maximum around 60-65%. 

They also reported that for voids of 65% and larger (based on HEM) the onset of 

instability decreases, that is, the larger the void fraction, the more prone is the array 

to becoming unstable. A direct explanation for this phenolllenon was not provided 

and it was attributed to flow regime effects. It was also pointed out that the critical 

velocities for fully-flexible bundles are lower than for a single-flexible tube in a rigid 

array. 

Feenstra (2000) carried out a series of experiments Refrigerant 11 as t.he working 

fluid, but in this case, a new void fraction model was implement.ed to account for 

the slip between t.he phases. Also, an alt.ernate definition of two-phase velocity was 

presented (equivalent velocit.y), which accounted for the kinetic energy of each phase. 

He found that. the fluiclelastic instability threshold ,vas slightly lo-wer than for air-water 

mixt.ures. Comparing data from different researchers using his void fraction model, 

he found that the critical reduced velocity decreases with increasing Hlass damping 

parameter for an increasing void, as seen in Figure 2.8, suggesting that t.he reduced 

velocity and the mass damping parameter lllay be insufficient to describe two-phase 

flow-induced vibration for intermittent regimes. A study of t.he dependence of the 
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critical velocity all the flow regimes was also recommended. 

Nakamura et al. (2002), presented a series of papers regarding unsteady forces, 

damping and fluidelastic instability in two-phase flow using steam-steam water cross­

flow in an in-line array. It \vas found that the fluidelastic instability threshold was 

almost constant for void fractions from 70 to 96%, because of the invariance of the flow 

regime. However, it is also pointed out that evrn though the fluidelastic instability 

can be predicted with reasonable accuracy for homogeneous flows, a new approach is 

needed for non-homogeneous flows. 

vVeaver and Feenstra (2002) and Feenstra et al. (2003) investigated the onset for 

flllidelastic instability of a parallel triangular and a normal square array subjected 

to two-phase R-ll cross-flow. The parallel triangular configuration is particularly 

important because it is more susceptible to becoming unstable than the other array 

patterns for the same P /D ratio. For these studies, an "interfacial" velocity corre­

lation, introduced by Nakamura et a1. (2000), was used to compared the fluidelastic 

data from several researchers. There is a remarkable collapse in the data "in terms of 

the reduced velocity" (see Figure 2.9), and seems to be in agreement with the Connors 

theory for K = 3.0. However, the flow regime does not affect this collapse. It is im­

portant to relllark that the maximum void fraction reached in these experiments was 

close to 65% (measured with a gamma densitometer) due to the rig limitations. Since 

the experiments carried out by Pettigrew have overestimated the void fraction be­

cause of the use of the HE1\1, there is scarce data available concerning the fluidelastic 

instability caused by high void fraction two-phase flows (> 70%). 

In recent reviews of flow-induced vibration mechanisms in two-phase flows across 

tube bundles (Goyder, 2002; Pettigrew et al., 2002; Pettigrew and Taylor, 2003a,b; 

Khushno()(l et al., 2004; Pettigre\v and Taylor, 2(04) the authors have stressed the 

need for more research regarding the physical mechanisms that play a role ill two­

phase flows, especially flow regime effects, void fraction distribution, clamping and 

surface ten::;ion. 
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2.3 Overview of Damping 
Damping is a key parameter in the analysis of flow-induced structural vibrations, 

because it is a measure of the ability of the system to absorb energy from the flow. 

The onset of fluidelastic instability will occur when the positive feedback between the 

fluid forces and the motion of the structure overcomes the capacity of the system to 

dissipate energy. 

In tube arrays, more than one form of damping is acting as the tubes are sur­

rounded by moving fluid and in contact with anti-vibration supports. According to 

Pettigrew et al. (1989a), the most important contributions to the total damping are 

• Int.ernal or material (structural) damping 

• Viscous damping, between the fluid and the tube 

• Flmv-dcpendant damping, due to the flo.v "clocity 

• Squeeze-film damping, between the tube and the supports 

• Damping due to friction or impacting at the tube supports 

This particular research was focused on the first three categories. Additional in­

formation regarding the interaction between the tubes and supports can be found, 

for example, in Hassctn et al. (2002, 2005). The relative importance of the friction 

and impacting between the tube and the supports depends on the media surrounding 

the tuhes. If the bundle is exposed to an air flow, the viscous and flow-depelldent 

contributions will be small compared to the dissipation caused by the tuhe-support 

interaction. If the flow is liquid, then the importance of the latter is reduced. In 

any case, this thesis will focus on the relationship between the flow and the tubes, 

represented by the first three components mentioned above. 

vVeaver and El-Kashlan (1981a) studied the effect of damping and added mass 

on the stability of a parallel triangular tube array. The' bundle had a P /D ratio of 

1.375, and was subjected to air flow. Damping was measured by plucking the tubes 

2.5 



Ph.D. Thesis - J. E. 1\101'a11 Mc':\1aster - ':\1echanical Engineering 
-- ------

and recording the decay re::;pon::;e. Figure 2.10 shows the aerodynamic component of 

damping in the transverse direction as a function of pitch velocity. The aerodynamic 

component is equivalent to the sum of the viscous and flow-dependent components 

discussed above, and was obtained by subtracting the structural damping from the 

totiil measured damping. For flow velocities lower than 2 mls (40 to 50 % of the 

critical velocity) damping seems to increase linearly. This agrees with the theoretical 

model introduced by Blevins (1979). After the fluidelastic force::; become significant, 

damping reduces progressively, reaching zero at the critical velocity. The maximum 

damping seem::; to occur at about half the critical velocity. 

The effect of increasing the damping ratio for the same array can be seen in Figure 

2.11. Weaver and EI-Kashlan (1981a) found that increasing the damping decreased 

the turbulence response, increased the instability threshold, and slightly reduced the 

slope of the post-stability region of the curve. They also pointed out that the critical 

velocity was substantially less dependent on damping or mass ratio than indicated 

in Connors equation. Therefore, the traditional form of the stability equation was 

inadequate as a general model of fluidelastic instcthility. 

The variation of the different damping components is shown schematically in Fig­

ure 2.12. The structural damping is independent of flow velocity, and is the only 

mechanism of energy dissipation that still exists at the onset of stability. At zero 

flow velocity, the total damping ifl equal to the structural component plus the viscous 

damping. The viscous and velocity-dependant components increase linearly with flow 

velocity. Thifl effect is ('ventllally overcome by the fluidelastic damping (Price, 1995), 

which increases (lwgatively) as the critical velocity is approached. When fluidelastic 

instability occurs, the fluidelastic damping has overcome the positive components of 

damping and the net damping of the system is zero. 

2.3.1 Hydrodynamic Mass 

The hydrodynamic mass is defined as the mass of fluid which has the equivalent 

inertia.l effect a.s the fluid surrounding a,n accelerating body. If the hydrodynamic or 
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fluid added mass is defined as rna, then the total effective mass of a vibrating body 

of mass m is 

(2.4) 

If the natural frequency of a body in a vacuum is known, fa, and its natural 

frequency in the fluid is f, then the fluid added mass can be computed as 

(2.5) 

For two phase flows, Pettigrew et a1. (1989a) has proposed the relation 

(2.6) 

where Ptp is the two-phase density, De is an equivalent diameter dependent on the 

flow confinement and D is the tube diameter. Pettigrew and Taylor (1994) reported 

that this approach was in reasonable agreement with the experimental results for 

voiel fractions below 80% based in the Homogeneous Equilibrium Model. They also 

attributed the discrepancies above 80% to flow regime effects, and stated that if the 

flow regimE' remained "continuous" for these void values, the model would be also 

suitable. 

Carlucci and Brown (1983) and Pettigrew et a1. (1989a) have plotted the hydrody­

namic mass as a function of void fraction for air-water two-phase flows. The former 

authon; performed experiments using a singlE' cylinder subjected to two-phase flow, 

while PettigrC'w et HI. (1989a) studied cross-flow in tube arrays. Fignres 2. L3 and 

2. H show the relationship between the hydrodynamic lllass ratio (Tn R) and the void 

fraction bRsed on the HEM. The quantity lnR is equal to the ratio of the actnal 

added Illass to the added mass of a tube surrounded by liquid. The continuous liuc 

represents the theoretical hydrodynamic mass ratio, which is the lineal mass of fluid 

displaced by the tube and corrected for confinement of the nearest tubes. It is defined 
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as: 
[(Dp/ D)2 + IJ (7fPD'2) 

TT1R,theor. = [(Dp/ D)2 - IJ -4- , (2.7) 

III both Figures, it is clear that the hydrodynamic mass ratio varie:s according to the 

void fraction. Figure 2.15 shows results by Feenstra (2000) obtained with Refrigerant 

11. The HEM overestimates the void fraction, causing the data to shift to the right 

side of the figure. The RAD void fraction shows the different change rate in added 

mass as the void fraction increases. In one-component mixtures, the phase-change or 

"flashing" creates a vapour film around the tubes and tends to keep the hydrodynamic 

masS ratio constant aboyc a certain void fraction. This effect cannot be reproduced 

when two-component mixtures (as air-water) are used to simulate steam-water two­

phase flows. In addition, in two-phase flow problems the unsteadiness of the flow will 

contribute to changing the amount of liquid and gas that is in contact with the tube 

at a given time. The frequency of the tube will then fluctuate around a mean value, 

which is determined through an averaging process during a certain period of time. 

For lower void fractions. where the hydrodynamic mass ratio is strongly dependent 

on void fraction, the shifting is much more pronounced. 

2.3.2 Damping in Two-Phase Flows 

The first studies of two-phase flow damping were those of Carlucci (1980) and 

Carlucci and Brown (1983). Experimenting with vertical air-water flows passing a 

f'ingle cylinder, they found that the damping in two-phase flow was considerably 

higher than for single plu:\se flows (either in liquid or gas). They also established a 

relationship between damping ami void fraction. In order to take into account the 

additional damping in two-phase flows, they proposed an expression for the total 

damping ratio of the form 

(2.8) 

where (T represents the total damping ratio, Cs is the structural damping of the 

system, (v is the viscous component due to the presence of the fluid, (f corresponds 
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to the flow yelocity dependant term and (tp is the two-phase contribution. Figure 2.16 

shows the variation of the fluid damping components with void fraction. It can be 

seen that the hvo-phase component of the total damping ratio is much larger than the 

other two, and much more dependant on void fraction. Pettigrew et a1. (1989a) and 

Pettigrew and Taylor (1994) have used Carlucci's approach to analyze the behaviour 

of damping of tube bundles in two-phase flows. However, they considered that the 

flow-dependant term could be part of the two-phase damping. Consequently, equation 

2.8 was revvTi tten as 

(2.9) 

The structural damping is commonly measured in air, and the viscous damping 

is detf~rmined using an expression proposed by Rogers et a1. (1984) for single-phase 

flows 

(2.10) 

In equation 2.10, p represents the fluid density, D is the tube diameter. m is the 

lllass per unit length (including the fluid added mass), I) is the kinematic viscosity, f is 

the tube frequency and the bracketed term on the right side represents a confinement 

function. The two-phase component is calculated by subtracting the sum of C and (1' 

from the total damping ratio (T, which is measurC'd using the half-power bandwidth 

method based on the averaged frequency response of the tube. Even when equation 

2.10 \vas originally formulatE'd to estimate the "added damping" provided by a single­

phase stagnant fluid, Pettigrew et a1. (1989a) assumed that an analogous expression 

could be used in two-phase flow problems. They replaced the density and viscosity 

by two-phase quantities, with the density defined according to the HET\I and the 

equivalent tv;o-phase viscosity proposed by rvIcAdarns (Pettigrew et a1., 19~9a). 

III order to compare damping data froIll different hvo-phase studies, Pettigrcvv 

et al. (1989<1) and Pettigrew and Taylor (1994) proposed an expression to normalize 

damping. The objective was to develop design guidelines from experimental result.s 

ohtained using different fluids and tube array configurations. The normalizat.ion was 
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applied only to the two-phase component of the total damping ratio. 

(2.11) 

where ((tp)D is the normali~ed two-phase damping and PI is the density of the liquid 

phase. In equation 2.11, two terms are Hsed for the normalization: the first is the 

mass ratio (based on the dellsity on the liquid), which accounts for the added mass 

effects; the second, based on the tube diameter, represents the contribution of tube 

confinement. :\10re recently, in an attempt to find a relationship between damping 

and other flow-related parameters, Pettigrew and Knowles (1997) reported results for 

a. single cylinder snbjected to two-phase axial How. They concluded that the effect 

of surface temlion on two-phase damping was strong, and tried to include it into 

the normalized form of the two-phase damping. However, the relationship between 

damping and surface tension was complex, and different for each flow regime. 1\0 

relationship was found which generally accounted for the effects of surface tension. 

Concerning the relationship between damping and void fraction, Hara (1987) es­

tablished that the maximum damping ratio corresponded to a certain void fraction 

interval (30 to 60 % for his experiments). Axisa et a1. (1988) presented experiments 

usillg steam-vvater mixtures. They found that damping is indeed related to void 

fraction, and that the values obtained for steam-water were considerably lower than 

those for air-water mixtures, at least for void fractions over 80% (based on the Ho­

mogeneous Equilibrium :"Iodpl). This is an indicator of the significant differences 

which may be foulld between experiments carried out with air-water and those using 

one-component mixtures. 

Nakamura et a1. (2002) carried out experiments in in-line arrays to measure two­

phase damping and added mass in two-phase flows. They used steam-water mixtures 

at high pressure (up to 5.8 :";IPa) , and implemented an electromagnetic device to excite 

a metal block mounted on the tube support wires. They found that the damping ratio 

changes depending on the location of the tube within the array, and the inclination of 

30 



Ph.D. Thesis - J. E. Moran Mc1faster - 11echanical Engineering 

the bundle respect to the direction of the flow is also a factor to be considered. They 

also found that damping was larger in the lift direction than in the drag direction. 

In order to analyze and compare their results, they used the two-phase damping 

formulation proposed by Axisa et a1. (1988). 

In a recent paper, Anscutter et a1. (2006) presented some results of two-phase 

internal flow in pipes, concerning the relationship between interfacial surface area, 

flow regimes and two-phase damping. They simulated bubbly flow using glass spheres 

suspended in water, and also performed experiments in air-alcohol and air-water 

mixtures. A simplified model was used to compute the interfacial area in slug flows, 

although the range of void fractions explored \\laS up to 35%. They found that two­

phase damping is strongly rC'lated to interfacial surface area, both in bubbly and 

slug/clmrn flows. They also obseryed that the maximum damping ratio occurred 

before the transition from bubbly to intermittent flow. \Vhile this study was for 

internal flow in pipes, it proyides some potentially wry useful insights into the physics 

of two-phase damping. Since interfacial area will be influenced by surface tension and 

bubble rise. slip and viscosity may be related to two-phase damping. 

Due to the need for guidelines to be used in heat exchanger design, some quanti­

tative expressions have been proposed to estimate two-phase damping. The design 

guidelines proposed by Pettigrew et a1. (1989a) and Pettigrew and Taylor (1994) for 

the normali~ed two-phase damping can be seen in Figure 2.17. Different tube array 

configurations and P /D ratios were considered. The design guideline based on this 

plot corresponds to a maximum normalized two-phase damping ratio of 5, for a void 

fraction range from 40 to 70 % hased on the HE:~·/I. However, Pettigrew et a1. (1998); 

Pettigrew and Taylor (2003a, 2004) suggest a design envelope of ((tp)v of 4 for the 

same void fraction range (see Figure 2.18). For fluidelastic analysis, Pettigrewet a1. 

(1989a) proposed to use the dampillg at half the mass flux required for the instability 

to occur. As the available amount of damping data has been increasing during the 

last decade, it is expected that some of the proposed design guidelines will continue 

to change. 
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Baj and de Langre (200:3) proposed a different approach for two-phase damping. 

They argued that the total damping ratio should be comprised of only two compo­

nents, structural and fluid, the latter including all the effects related to the two-phase 

flow. Their normalization procedure replaced the liquid density used by Pettigrew 

et a1. (19890,) with the two-phase density, based on the HEM void fraction. The 

resulting normalized fluid damping ratio is 

(~ = (f ( n~2) (i DD ). 
()tp ref 

(2.12) 

In equation 2.12, (~ is the normalized fluid damping, Ptp is the density of the two­

phase mixture based on the Homogeneous Equilibrium Model and the terms Dref / D 

and i takf' into account the confinement effects. By extrapolating the values of the 

normalized fluid damping to zero reduced velocity, Baj and de Langre introduced the 

concept of "qniescent fluid damping" in two-phase mixtures as shown in Figure 2.21. 

The study showed that the quiescent fluid damping was lower than that recommended 

by the current design guidelines (which provide the damping measured at half the 

mass flux required for fluidelastic instability and assume that damping is independent 

of mass flux). In addition, the authors introduced a new "hom-phase vibrational 

viscosity", arguing that the additional damping observed in two-phase flow is due 

to purely viscous effects. The new viscosity also proved to be much higher than the 

predictions of the existing models for two-phase mixtures (McAdams, DuckIer and 

Cicchitti, see Collier and Thome (1996)). 

In addition to the difficulties that arise from different normalization procedures, 

the ,vay that damping is estimated from experimental data is also an important is­

sue. Jam~en et a1. (2005) demonstrated that there are differences in the damping 

values obtained hy different measnrement methods. They compared the logarithmic 

decrement, decay trace fitting and half-power bandwidth method::;. It was observed 

that the half-power method produced higher damping values than the other two. Al­

though the prediction::; using the decay trace fitting and the logarithmic decrement 
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were similar, the former proved to be more consistent. Challdler (2005) presented 

r('slllts of a series of experinlf'nts aimed to compare different damping measurement 

methodologies. A single tube was impacted with a calibrated force transducer ham­

mer, and the responses were recorded and analyzed. The trend obtained by Janzen 

ct a1. (2005) was also observed in these experiments. 

2.3.3 Two-Phase Damping and Mass Flux 

Carlucci (1980) and Carlucci and Brown (1983) investigated the effect of flow 

velocity on two-phase damping in a single cylinder subjected to axial flow. They 

found that mass flux has little effect on two-phase damping for void fractions below 

20%. However, they observed that the maximum two-phase damping ratio was a 

function of mass flux, and the damping data seem to broaden depending on flow 

velocity for HEl"I void fractions above 30%, as shown in Figure 2.19. This result 

was attributed to flow regime effects, introduced by the "gradual transition between 

annular and wisp~'-annular" flows. Pettigrew et a1. (1989a) investigated damping of 

several tube bUlldles in two-phase cross flow. Dampillg measurements were taken with 

increasing mass fluxes up to the critical mass flux for fluidelastic instability, as shown 

in Figure 2.20. They stated that damping was "not too dependent on mass flux below 

two-thirds of the critical mass flux for instability". They also found that above half 

the lllass flux for instability, dampillg gellerally tends to increase in the drag direction 

while it tends to decrease in the lift direction, promoting the occurrence of fluidelastic 

instabilit.y. They assumed that. from a practical point-of-view, lIlass flux was not an 

important parameter in the formulation of damping in two-phase flow. However. the 

mass flux combined with the void fraction defines the transition from Olle flow regime 

to the next. This feature is important because the current design guidelines (as shown 

in Figure 2.17) are based on damping results obtained at different mass fluxes. 

Baj and de Langre (2003) also investigated the effect of flow velocity on damping. 

They found that the reduced velocity significantly affects damping over the whole 

range of reduced velocity studied (from 0 to 1:3). Even though two-phase fluid damp-
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ing is often considered to be constant for low velocities according to Pettigrew et a1. 

(1989a), Figure 2.21 shows that damping increases significantly at low reduced veloc­

ities. The maximum value of normalized fluid damping is obtained between one third 

and half of the critical velocity considered for each void fraction. This maximum 

value is typically twice the extrapolated value at zero velocity. The graphs on Figure 

2.21 are reminiscent of those for gas flows as seen in Figure 2.10. 

2.4 Scaling of Relevant Parameters 
In any experimental study, it is cornman to find difficulties reproducing the exact 

characteristics of the problem at hand. Quantities like physical dimen8ions, flow 

velocities, fluid properties, etc., must be correctly scaled to be able to obtain reliable 

results and apply those to different scaled configurations. By using the Buckingham 

Pi Theorem, the relevant dimensionless parameters for studying fluidelastic instability 

in tube arrays include 

Reduced Velocity : (1/~ = 1/;,/fD) is an important fluid-strncture intf'raction ve­

locity scale relating the flow velocity, 1'; to structural velocity (tube frequency 

and diameter). 

Reynolds Number : (Rp = p Y D / It) is the ratio ofthe inertial forces to the viscous 

forces. This parameter is commonly neglected in tube bundle vibration since 

the Reynolds numbers in practical cases are relatively high, and the excitation 

phenomena do Hot appear to have a significant Reynolds number dependence. 

Damping : (() repres(~nts the capacity of the system to dissipate energy. The mech­

anisms of damping are not well understood and scaling is heavily based on 

empiricism. 

Mass Ratio : (m/ pD2) is the ratio of the vibrating mass to the mass of displaced 

fluid. It is important for scaling the amplitude response of the tube and is 

dominated by the fluid density p. 
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Geometry : The P /D ratio and layout pattern must be scaled accurately. 

In many studies conccrning flow-induced vibration, the scaling of all the fluid­

mechanics and structure-mechanics related parameters is not always possible. In such 

cases, the most relevant parameters must be identified and scaled with judgement. 

By doing this. it is ensured as far as possible that any distortion in the model will 

produce conservative results, and therefore, the tendency of the model to vibrate 

under a certain flow will be amplified rather than suppressed. 

2.5 Two-Phase Flow Modelling 
vVhen the flow under consideration has two phases (or physically homogeneons 

components), the dimensionless parameters that describe the onset of instability 

change. One of the difficulties of experimenting with two-phase flows is trying to 

define an equivalent flow velocity of the two-phase mixture so that flow-induced vi­

bration data from various studies can be compared and scaled to prototypical ap­

plications. Defining the reduced velocity and mass-damping parameter in two-phase 

flows, raises at least two important issues: 

1. How to define the fluid density 

2. How to define the flow velocity 

These are problematic because they require a good estimate of void fraction, as 

well as rclative velocity between the phases. For the experimental modelling and 

simulation of two-phase flows some assnmptions have to he made. In first place, it 

is expensive and complicated to use a steam-water mixturc for these experiments 

due to the high temperatures and pressures required for the water to be evaporated. 

Secondly, thc knowledge of the morphology of the flow or distrihution of the phases 

(flow regime) is vital to estimate the density and velocity of the flow. The most 

common approach is to use air-water mixtures, which have the advantage of allowing 
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for better control of the void fraction (volume of gas present in the mixture) and 

flow regime, and does not require heating or high-pressure components. This reduces 

considerably the cost and complexity of the experiments, but at the expense of the 

physical modelling of the real problem. The drawback of this approach is the poor 

scaling capabilities of air-water in terms of density ratio and surface tension, when 

compared to the real fluids (steam-water). Also, the use of two-component immiscible 

mixtures does not allow for phase change or "flashing" within the tube bundle. 

The use of one-component two-phase mixtures overcomes those deficiencies and 

produces more reliable results (Feenstra, 1993; Pettigrew et aI., 1995; Feenstra, 2000). 

The possibility of phase change and the better scaling of density ratio and void frac­

tion help us to gain insight into some aspects of the phenomenon which are not 

observable in two-component flows. Table 2.1 shows a comparison between some 

physical parameters for air-water, R-11 and R-22 refrigerants which have been used 

to simulate' the two-phase flow in heat exchanger tube arrays (Feenstra, 2000). 

Table 2.1. Typical properties of various fluids used to simulate steam-water llllX­

tures. Adapted from Feenstra (20UO). 

Quantity Steam Generator Air-\Vater R-11 R-22 
Conditions 

Temperature, T (OC) 260 22 40 23.3 
Pres~mre, P (kPa) ,1700 101 175 1000 
Liquid Density, PI (kg/m:3) 784 998 1440 1197 
Vapour Density, Pg (kg/m3 ) 23.7 1.2 9.7 42.3 
Liquid Viscosity, PI (pPa s) 103 959 356 139 
Surface Tension, (J (Nm) 0.024 0.073 0.0167 0.0074 

2.5.1 Void Fraction 

The void fraction is a dimensionless quantity indicating the fraction of a geometry 

or temporal domain occupied by the gas phase, and it is probably the most significant 
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quantity one can measure in two-phase flow. It is very important when analyzing two­

phase flow-induced vihrations because it affects how the flow velocity awl two-phase 

density arc determined. Since this parameter is strongly related to damping and the 

onset of instability, appropriate models must be implemented in its calculation. The 

most commonly used model to determine the void fraction has been the Homogeneous 

Equilibrium Model (HEM), due to its ease of application. The HEM assumes that the 

mixture can be considered "homogeneous", and the fluid properties can be defined 

depending on the proportion of the gas phase to the liquid phase. However, it is 

known that the HENI over-predicts the values of void fraction when compared to 

direct measurement methods. In addition, when the two-phase mixture is assumed to 

be homogeneous, the effect of flow regirne is neglected. Direct measurement methods 

add complexity to the modelling, bnt overcome the deficiencies of the Homogeneous 

Equilibrium Modd Some of the existing models to calculate the void fraction in 

two-phase flows across tube arrays are presented in the next section. 

2.5.1.1 Homogeneous Equilibrium Model (HEM) 

In general, the void fraction can be determined from the combination of the con­

tinuity equations for each phase, as follows: 

(2.13) 

where 

(2.14) 

In equation 2.13, p'q is the gas phase density, PI is the liquid density. 1" is the 

thermodynamic quality of the mixture and S is the velocity ratio or slip ratio, as 

defined ill equatioll 2.14. The latter is a measure of the relative velocity that exists 

between the phases as they flow together, where Ug and Uz are the gas and liquid 

velocities respectively. Although it is well known that the density difference between 

the phases (particularly in vertical flow) will produce a relative velocity of the gas 
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phatlc rCtlpect to the liquid, other factors such as liquid viscosity, surface tension and 

('),verag,e density of the mixturf' RTf' considered key factors affecting the slip ratio. 

Since the rciationship between these variables is not easy to devise, the Homogeneous 

Equilibrium :\lodel assumes that the relative velocity is equal to zero. This implies 

that the slip ratio is equal to the unity. In other words, 

(2.15) 

The average two-phase density, Ptp, can be determined as 

PIp = Opq + (1 - a)pz, (2.16) 

which ("('),n 1w reduced to th(' following expression for the fluid density, PH, based on 

the HEM assumption 

PH = (x + ~)-1 
Pg Pi 

(2.17) 

Most of the reseRrch in two-phase flow-induced vibration has been carried out 

using the Homogeneous Equilibrium l\Iodel, even though the latter aS8umes that the 

liquid and gas phases are uniformly distributed and move with the same velocity (no 

slip). In general, this is not a valid assumption and it certainly does not provide 

for void segregation and different flow regimes, including intermittent flows. It also 

distorts the value" assumed for effective flow velocity and two-phase density, which 

has ('), direct impact in fluidf'lastic instability analysis. 

2.5.1.2 Feenstra's Model 

F00nstra (2000) cmried out a dimensional analysis of two-phase flow of refrigerant 

11 passing a horizontal tube array, and combined it with experimental data. The 

result was a model for d0termining the slip ratio, allowing for the calculation of the 

void fractioll based on equation 2.13. According to this model, the slip ratio can be 
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written as 

(2.18) 

where P is the pitch of the array, D is the tube diameter and Ri and Cap are the 

Richardson and Capillary numbers respectively, given by the expressions: 

Ri 
(~p)2ga 

(2.19) - G2 
p 

Cap 
PLUg 

-
0-

As can be seen in equations 2.19, the liquid viscosity {tl, density difference ~p, 

surface tension 0-, mass flux (Gp ), gravitational acceleration g, gap hetween tubes a 

and the gas velodty Ug are taken into account in this model. The model was the result 

of an<:11yzing two-phase flow in tube bundles, while the majority of the existing models 

were obtained from circular pipe data. The prediction of void fraction obtained from 

this model is supE'rior to that of other models when compared to gamma densitometry 

measurements (Khushnood et a1., 2004; Consolini et a1., 2006). 

2.5.1.3 Other Void Fraction Models 

The first void fr<:1ction models proposed for this kind of prohlem were those by 

Zuber and Findlay (1965) and Smith (1968). Zuber and Findlay developed a drift­

flux formulation, t<:1king into account the two-phase flow non-uniformity and the local 

differellces in phase velocity. The slip ratio is then defined as a function of the phase 

densities, quality, void fraction based on HEM and some experimentally determined 

coefficients. The experiments were carried out in circular pipes using air-water mix­

hIres. Smith (1968) assumed that the kinetic energy of the liquid is equivalent to that 

of the two-phase mixture, and a constant fraction of the liquid is entrained in the gas 

phase. Again, the experiments were carried out in circular pipes (vertical upward 

flow). The correlatioll proposed by Schrage et a1. (1988) is based on void fraction 

measurements using a pair of quick-closing valves in a test section. It ,vas developed 
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using air-water mixtures in circular pipes, and allows for the determination of void 

fraction as a function of quality and Froude number. 

2.5.2 Flovv Iteginrres 

As mentioned above, the flow regimes represent the morphology of the phases, i.e. 

the phase distribution within the flowing conduit. They are strongly dependent on 

surface tension, viscosity of the fluids, flow area, pressure and temperature. Figure 

2.22 shows schematically the flow regimes in evaporating vertical-upwards two-phase 

flow in circular pipes, while Figure 2.23 illustrates the flow regimes observed in tube 

arrays by Ulbrich and :l\Jewes (1994). Numerous studies have been carried out to 

gain insight into the flow regime effects on the void fraction. most of them using air­

,vater mixtures. The traditional approach has been to present a "flow regimE' mClp", 

allowing us to determine the flow rc'gime based on some flow parameters (velocity, 

density, etc.). Other studies recommend the use of experimental correlations, valid 

only for a certain set of conditions. 

It is generally agreed that three flow regimes exist on the shell side of heat exchang­

ers: bubbly, intermittent and dispersed (as seen in Figure 2.23). At low void fractions, 

the gas phase appears as discrete bubbles transported by the continuous liquid phase. 

Initially, the bubbles are very small and there is no interaction between them, turning 

the mixture into a pseudo-homogeneous flow. As the void fraction increases, the bub­

bles become more numerous and ultimately will interact, producing void coalescence 

and larger buhbles. The size of these hubbles will depend to some degree on the mass 

fiux and the tube array 1'}'omctry. Up to this point, the flow is relatively steady a.nd 

is commonly referred as "bubbly flow". For sufficiently high void fraction, the flow 

becomes ullstable, with random telllPoral and spatial variations in phase distribution. 

This flow is characterized by unsteadiness and non-homogeneity in local void fraction 

and is referred to as "intermittent fluw". At higher void fractions, the flow becomes 

more steady again. The "dispersed flow" regime is characterized by a high velocity 

g8S phase core carrying liquid droplets. 
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The fir::;t flow regime maps were developed for two-phase internal flow in circular 

pipes (Taitel et al., 1980; .McQuillan and "\Vhalley, 1985; Barnea, 1987). Grant (1976) 

and Grant and Chisholm (1979) were the first to publish a flow regime map for two­

phase flow across tube arrays, hased on experiments using air-water mixtures. They 

visually observed three different flow regimes on the shell-side of a segmentally baffled 

heat exchanger: bubbly, intermittent and spray (or annular-dispersed). Ulbrich and 

Mewes (1994) identified the same general flow regimes and presented a flow regime 

map for vertical-upwards flow across an in-line tube bundle (see Figure 2.24). Their 

experiments were carried out using ajr-water adiabatic flow, and the parameters used 

for clmracterizing the flow regime were the superficial velocities. The superficial 

velocity of each phase is calculated as 

(1 - x)Gp Uis = ------'- (2.20) 
PI 

where Ugs is the superficial velocity of the gas phase, U1s is the superficial velocity 

of the liquid phase, .r is the thermodynamic quality of the mixture, Gp is the pitch 

mass flux and Pg, (JI are the densities of the gas and liquid phases respectively. 

Noghrehkar et al. (1999) proposed flow regime maps based on results from both in­

line and staggered tube arrays. They analyzed the probability density function of void 

fraction fluctuations, which were recorded by an electrical resistivity probe. According 

to the results of )Joghrehkar et 11,1. (1999), for in-line tube arrays the transition between 

bubbly and intermittpnt flows is 'TTy similar to that predicted by Ulhrich and Mewes 

(1994), but the intermittent flow regime remains to higher flow rates. They argued 

that. tht.' difference between the results was caused by the different measurement 

methodologies. By compa.ring the void Huctuations near the wall and deep into the 

bundle, they concluded that a visual observation from outside the test section could be 

misleading, because the void fluctuations were attenuated near the walls. In staggered 

arrays, th('y observed that the intermittent flO\v regime did not occur until higher gas 

flow rates when compared to in-line arrays, due to the breakup of large bubbles caused 
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by the bundle. Figure 2.25 shows the flow regime map presented by Noghrehkar et al. 

(1999) for staggered arrays. 

2.5.3 Two-Phase Velocity 

As noted above, a good estimatp of both void fraction and flow velocity is required 

for analyzing fluidelastic instability in two-phase flows. The reduced velocity requires 

knowledge of the flow velocity, which is difficult to define when more than one phase 

is present. In two-phase flows, the velocity of the gas phase, the velocity of the 

liquid phase and the velocity of the interface between phases are all possible velocity 

measures. The relative importance of these velocities i.e., its impact on an "averaged" 

velocity of the mixture, will generally depend on the flow regime. For bubbly flows, 

the gas, liquid and interfacial velocities are very similar if the bubbles are very small. 

As the bubble size grows, the buoyancy effects accelerate the gas phase, creating the 

"slip" or relative velocity that will eventually produce a distortion of the interface. 

In the intermittent and dispersed flow regimes, a much higher slip ratio will further 

produce a difference between the velocities. 

However, an estimate of the flow velocity is needed for design purposes. Three 

different velocity definitions have been proposed to scale two-phase flows: 

• Pitch Velocity (Pettigrew et al., 1989b; Pettigrew and Taylor, 1994) 

• Equivalent Velocity (l:'-'eenstra, 2000) 

• Interfacial Velocity (Nakamura et al., 2000) 

The pitch velocity for two-phase flows is defined as 

(2.21) 

where PH is the two-phase density based on the Homogeneous Equilibrium rvlodel. 

This approach remains the most commonly used for fluidelastic analysis in two-phase 
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flows. However, as the HEM overestimates the void fraction (and hence underesti­

mates the density), the use of this velocity can introduce errors in the prediction of 

fluidelastic instability. 

The equivalent velocity (Veq ) was introduced by Feenstra (2000), and it takes into 

account the kinetic energy of the phases. It was thought to be a more physically 

reasonable estimate of the two-phase velocity than the pitch velocity, because it was 

developed from the continuity and energy equations and assumed that fluidelastic 

instability was related to the energy in the flow. It can be determined as 

Tr _ 
Veq - , 

Prad 
(2.22) 

In equation 2.22. Prod reprcsmlts the two-phase density based on gamma densito­

meter measurements, [lry is the velocity of the gas phase and UI is the velocity of the 

liquid phase. If this approach i::-; used for the calculation of the reduced velocity, a 

decreasing trend can be observed in the onset of instability when the mass-damping 

parameter is increased (Figure 2.9b). It seems that the equivalent velocity approach 

exaggerates the effects of flow regime change and fails to produce the desired data 

collapse. 

The interfacial velocity (~akamura et al., 1999) was the result of experimental 

measurements of bubble velocities using bi-optical probes. It comes from an expres­

sion origiually developed by Nicklin et al. (1962) for the measurement of slug velocity 

thn,t reqllired some adjustments to make it suitable for tube arrays (Suzuta et al., 

1999). The expression for the interfacial velocity is 

gDe(PI - pg ) 

PI 
(2.23) 

vvhcre Ug5 and [lis are the superficial velocities of the gas and liquid phases re­

spectively. The interfacial coefficient Cl depends on the array pattern. and is equal 
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to 0.77 for parallel triangular arrays, 0.9.5 for a rotated square arrays and 0.73 for a 

normal square arrays. The use of this velocity in a stability diagram produces the 

collapse the two-phase fluidelastic dctta, regardless of the fluids used, array pattern 

or flow regime, as can 1)(' seen in Figure 2.9('. 

2.6 Discussion 
The allalysis of damping and fluidelastic instability in two-phase flows is much more 

complex than in the single-phase case, due to the inclusion of void fraction and flow 

regime. The current design guidelines are based on the Homogeneous Equilibrium 

Model for the characterization of the two-phase mixture, overest.imating the void 

fraction and completely neglecting the flow regime effects. Damping is commonly 

mcasured using the half-power bandwidth method, which is affected by the added 

maf'S fluctuatiolJs caused in pmt by the local changes in void fraction. For fluidelastic 

analysis, the damping used in the mass-damping parameter is traditionally taken at. 

half the mass flux required for the instability to occur. In addition, it is assumed that 

damping is independent. of mass flux. These are some of t.he aspects that. must be 

studied and improved in order to better understand the mechanisms of flow excitation 

in two-phase flows, particularly fluidelastic instabilit.y. 
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Figure 2.1. Idealized response of a tube array subjected to single-phase cross-flow, 
adapted from Paldoussis (1982). 
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Figure 2.2. Different tuhe array configurations used III heat exchang0rs (Weaver, 
1993). 
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Figure 2.4. Semi-analytical model proposed by Lever and Weaver (1986a). (a) Typ­
ical unit-cell, (b) theoretical stability boundaries for a parallel triangular 
array with P /D = 135. 
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oretical model proposed by Li (1997) for a parallel triangular array. U f 
is the reduced velocity based on the pitch velocity and S~ is the energy 
fraction, which represents the contribution of the partial admission ef­
fects. 
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Figure 2.6. Idealized response of a tube array subject(~d to two-phase cross-flow. 
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Figure 2.7. Reduced data for turbulence buffeting in two-phase flows. Adapted from 
de Langre and Villard (1998). 
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damping. At the critical velocity, the fluidelastic effects have equalized 
the sum of the structural and fluid contributions. 

53 



Ph.D. Thesis - J. E. Moran Md1ast.er - -:\1echanical Engineering 

'/! 0 
100 , . .. 
~ {' 90 ~ 

Q? .... (bO 
'" E 80 t 80 '. 

0 
o o\~ i= 70 .. ~ 0 0 

0

0 

'. PROPORTIONAL TO MIXTURE II:: 

V> 60 o °o%o~e, ~NSITY Pm' "PO +(I-alpi 
V> .. 

8 If 0\ II 50 

.i:0~~ 0,>,,,,, !:? 
II 40 .. 
z i~g'fle., 0 ." g 30 

o o~~~ "0 
~ "'0' ~ )0- 20 :r oo~ ~ 0 0 " 10 

0 
oooo~~~ 

0 10 20 60 70 80 90 100 

VOID FRACTION II • % 

Figure 2.13. Hydrodynamic mass ratio vs. void fraction for mass fluxes of 500 to 
5000 kg/m2s in axial air-water flow over a single cylinder (Carlucci and 
Brown, 1983). The continuom; line repret:lents the theoretical hydrody­
namic mass ratio. 
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Figure 2.23. Flow regimes in vertical-upwards air-water two-phase flow in tube bundles: (a) Bubbly flow, (b) 
Intermittent flow and (c) Dispersed flow (Ulbrich alld l\lewes, 1994). 
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CHAPTER 3 

Experimental Facility and Methodology 

An experimental program was designed and carried out to generate the damping and 

fluidelastic instahility data required for this research. The steam generator conditions 

were simulated USillg a two-phase flow loop that operates with Refrigerant 11 as the 

working fluid. The flow loop was modified and a new tube bundle was designed, built 

and tested to study the effects of higher void fractions and flow velocities than previ­

ously possihle. Two different Rets of experiments were carried out. The first set was 

performed using a single-flexible tube in a rigid array, in order to obtain reliable esti­

mates of the clamping ratio which are not exaggerated by the hydrodynamic coupling 

between the tubes. Damping was measured using a novel technique that overcomcs 

most of the limitations of the half-power bandwidth method. In the second set of 

experiments, a fully flexible array was used to determine the critical void fraction for 

fluidelastic instahility over the range of mass fluxes studied. 

This chapter provides a detailed description of the two-phase flow loop, as well as 

the measurement devices and data post-processing methodology. The design, testing 

and implemcntation of the electromagnetic device are also discussed. 
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3.1 Two-Phase Flow Loop 
The facility used ill this research was first designed, conllllis::;ioned and tested by 

vVestermann (1987) and Dam (1991). Additional improvements were introduced by 

Feenstra (1993, 2000) and Feenstra et a1. (2003), in order to test different tube bun­

dle geometries and extend the flow loop capabilities. The principal components of 

the flow loop are shown in Figure 3.1. As mentioned above, the working fluid is 

Trichlorofiuoromethane (Freon 11). and is circulated throughout the loop by using 

a variable-speed gear pump. The main pump has a practical pumping capacity of 

1. 7 Lis. equivalent to a maximum single-phase pitch mass flux of 1000 kg/m2s. The 

rotational speed of the pump is recorded by using a digital tachometer with a range 

from 0 to 1500 rpm and a resolution of 5 rpm. The flow rate through the flow loop is 

me(l,sured using orifice plates and is adjnsted using control valves. Downstream of the 

main pump is the heating section, \vhere the Freon is evaporated by the heat trans­

ferred from 15 U-hent heating coDs. Prior t,o this research, the maximum capacity 

of the heating elements was 19.6 k\V, corresponding to a maximum void fraction of 

a.bout 60% (at a lllass flux of 100 kg/m2 s). In order to generate the high-void fraction 

results required for this research, the heaters were rewired in order to extend their 

capacity to 46 kW. In terms of void fraction, the flow loop can now reach 90% (at. 

100 kg/m2s). 

Above the hea.ters, the two-phase mixture flows through a transition section (#2), 

before reaching the test section. The test section (#3) is the most important compo­

nent of the flow loop, where the model tube bundle is located, and t.he void fraction 

is measured using a gamma densitometer. It has two glass windows on the sides as 

wf'll as a frontal window, which allow for observation of the two-phase behaviour and 

the fiuid-struct.ure' interaction. It is also eqnipped with pressure and temperat.ure 

sensors for safety purpose-;. A tube-and-shcll condenser located dmvnstream the t.est 

section removes the heat from the mixture and allows for a better cont.rol of the ther­

modynamic parameters ill the test section. A cooling water supply of 0.8 Lis was 

available (#4), although the maximum mass rate required for two-phase fiow in the 

64 



Ph.D. Thesis - J. E. Moran l\kylaster - ::\1echanical Engineering 

('xperimentfi was around D.6 L/s. The temperature of the cooling water ranged fwm 

4°C ill winter to 1.5°C ill summer. 

The temperatures along the flow loop were measured by SIX Type-E chromel­

constantan thermocouples (Figure 3.1). The sensors were connected to a Phillips 

PM8237 A temperature recorder, where an ice point reference was used to record the 

temperatures. The measurement resolution was 0.1 mY, equivalent to a precision of 

O.:3°C. An alarm was set-up in the recorder at a temperature of 70"C, using the' sheath 

temperature of the heaters as a reference to prevent them from overheating in the 

event of a boiling crisis. The presfiurc in the test section was measured and controlled 

for safety purposes using a manometer. Due to the fact that the test section is the 

weake8t compollent of the flow loop (due to the observation windows), the operation 

pressures were maintained belmv 270 kPa absolute (25 psia). However, due to the 

availability of a large maS8 flux of cooling water, the maximum pressures registered 

\vere around 140 kPa (20 psia) even when the void fraction reached up to 90% in 

some experiments. 

3.2 Test Section and Model Tube Bundle 
A schematic diagram of the test section is shown in Fignre 3.2. It has a rectan­

gular cross-section of 49.2 mm by 197 111m (l.94 by 7.76 in). In order to produce a 

rela.tively uniform two-phase How Along the length of the tubes, static mixers (How 

homogenizen;) we're locatf;d upstream of the tube array ai' SP(,l1 ill Figure :3.3. The 

test section has half-tubes attached to the sides, in order to minimize the eff('ct of 

the flat walls on the flow configuration. Dowllstream the tube bUlldle, splitte'r plates 

were instaJled to keep a constant solidity ratio and prevent the How from recirculating 

within the te::;t sE'ction and produdug an artificially une\,en distribution of void. 

The model tube bundle consisted of ten cantilever-mounted brass tubes, with an 

external diameter of 9.525 mm (0.375 in). This represents a scale of about 3/4 

the diameter of the tubes used in current CANDU steam generators. The geometric 
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pattern of the bundle is a parallel triangle with a pitch-over-diameter ratio of 1.49, also 

similar to that in CANDU steam generators (see Figure :3.4). The tubes were tuned 

to within ±1 % of the average natural frequency measured in ail" by using variable 

end masses. Table 3.1 shows the geometric parameters of the tube bundle used in 

this study. Since the tube array was going to be subjected to high void fractions, 

heavy tubing was used to prevent the bundle [rom becoming unstable at undesirably 

low flow velocities. The monitored tube was located in the fifth row, \vhich simulates 

the conditions of interior tubes in an array and permits a proper characterization of 

fluidelastic instability without upstream flow effects (Weaver and El-Kashlan, 1981b). 

A permanent magnet was attached to the free end of the monitored tube to facilitate 

the implementation of an electromagnetic plucking device for damping determination. 

For the present research. it is assumed that the flow is pf'rpendicular to the tube 

axis over most of the span, so that the Htraight tubeH can be used instead of curved 

tubes. It is also assumed that the fluidelastic instability is more dependant on pitch 

ratio and array geometry than on the mode shape of vibration. This allows for the 

use of cantilevered tubes instead of the pinned-pinned boulldary condition present 

in real steam generators. The fluidelastic instability is aSHumed to occur first ill 

the transverse (lift) direction, which means that it is predominantly dependant on 

the transverse frequency. This consideration implieH that the asymmetric stiffness 

characteristic of real tube bundles can be neglected. \tVeaver and Koroyannakis (1983) 

indicated that a symmetric-stiffness tube bundle (both the transverse and streamwise 

frequencies are the same) will have lower critical velocities than the asymmetric­

stiffness prototype, hence producing conservative fluidclastic results. A sumlllary of 

the scaling parameters values typical of CANDU steam generators and experimental 

research llsing air/water and Freon-ll are presented in Table 3.2. )iote that especially 

\vith respect to density ratio aud mass ratio, Freou 11 Letter simulates steam-water 

than air-water. 

The vibratory response of the tube waH measured by nsmg two strain gauges, 

located 011 the cylindrical support between the tubes and the base plate of the array 
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Table 3.1. Geometric and dYllamic properties for the model tube bundle. 

Parameter 
Geometric Configuration 
Tube Diameter (D) 
Tubc Pitch (P) 
Natural Frequency in air (fa) 
~atural Frequency in liquid (ft) 
Lineal Tube :dass (mt) 
Tube Length (L) 
Structural Damping ((a) 
Damping in liquid ((z) 
Wall Thickness 
Upstream Flow Area (.4) 

Tube Bundle 
Parallel Triangular 

9.525 mm 
14.20 mm 
48.5 Hz 

41.25 Hz 
0.348 kg/m 

197.50 m 
0.09 % 
0.50 % 

1.60 mm 
9.69xl0~3 m2 

Table 3.2. Scaling Parameters for Two-Phase flow-induced vibratioll experiments 

Parameter Definition Steam Generator Air-Watert R-ll 
Pitch Ratio P/D 1.3-1.5 1.47 1.44 
Mass Ratio m/ p1J2 20-40 3-240 3-51 
Reduced Velocity V/fD 13-24 2.1-6.5 2.3-3.0 
Damping (air) (a'lr 0.16-0.45 0.2 O.1-0.lO 
Density Ratio pdpg 33 830 150 
Quality x 0.12-0.22 0-0.09:j 0-0.1 

tPettigrew et a.l. (1989a). 

(8C(, Figure 3 .. 5). These strain gauges were positioned at 90 degrees from each other, 

allowillg for the llleasurement of displacement in both the transverse and strealll­

wise directions. The strain gauges ,vere calibrated in air, after the tube bundle was 

completely constructed (see Appendix B). Due to the solvent effects of the Freon 11, 

a special coating had to be carefully applied and cured. 

The output sigllal from the strain gauges was collected using a dynamic analyzer 
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(HP 35670A), which calculated the nUt-l amplitude and frequency spectrum in the 

frequency range fWIlI 0 to 100 Hz. The resultant averaged frequency spectrum was 

ut-led to determine the natural frequency and the damping ratio based on the half­

power bandwidth method (see Section :3.6.1). The nns amplitude was averaged over 

100 samples with a resolution of 0.25 Hz. These values have proven to be adequate 

to provide repeatable data by previous research conducted in the same facility (see 

Feenstra (2000)). 

3.3 Void Fraction Measurement 
In this study, two values of the void fraction were determined. On one hand. the 

void fraction based on the Homogeneous Equilibrium Model (HE}!) was calculated, 

in order to compare the present data with previous research and verify the over­

prediction of void observed by Feellstra et a1. (2002). 

A direct measurement of the void fraction was also carried out usmg a single­

beam gamma densitometer. This measurement is based on the Radiation Attenuation 

Determination (RAD) principle', in which the gamma ray flux that penetrates the 

test section will be attenuated differently depending on the density of the two-phase 

mixture that is flowing inside (Chan and Banerjee, 1981). The system consists of a 

Barium-133 gamma radiation source, a NaI scintillator and the equipment required 

for signal processing. Figure 3.6 shows the components of the gamma densitometer 

while Figure 3.2 shows the gamma beam area in a side view of the test t-lection. 

The measurement of void fraction provided by the gamma densitometer is a volu­

metric average. The void fraction recorded it-l an average of the concentration of the 

gas phase within the volume covered by the gamma rays, as they pass through the 

beam area in Figure 3.2. A lead collimator with a slit of 13 by 76 mm was used to 

concentrate the gamma flux in a portion of the test section located between the tube 

bundle and the homogenizers, seen as the space just below the half-tubes in Figure 

3.3. The distance between the bundle and the homogenizers was mailltained small 
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to Cll::;urC that the void distribution and volumetric void fraction measured by the 

gamma densitollletpr did not change and, therpfore. "vere representative of those seen 

by the tube array. It was not desirable to pass the beam through the tube bundle 

since the displacement of the tubes could cause a deviation in the calibration of the 

densitometer. It is recognized that the local void distribution in the tube bundle may 

vary somewhat across the flow lanes or in the tube wakes. Thus. the RAD void frac­

tion measured is the average value through the bundle. Prior to each experiment. the 

gamma densitometer was calibrated using the pure liquid and pure vapour cases (0 

and 100% of void respectively, see Appendix A). The void fraction 0: can be calculated 

as 

,_ (N*/Nl) 
G-ln V/IV ' 

1 9 1 I 
(3.1) 

where N* represents the gamma count obtained for the particular measurement 

and NI and Ny are the gamma counts for the pure liquid and pure vapour cases 

respectively. The effect of temperature on the density change experienced by the freon 

throughout an experiment was also taken into account by introducing a correction 

factor. The measured gamma count }V' is determined from 

N* = N !7!i. V Pic 
(3.2) 

In equation 3.2, N is the gamma count measured, PZc is the liquid density at the 

time of calibration and PI is tlw density of the liquid phase at the time of the data 

acquisition (Feenstra, 2000). 

3.4 Electromagnetic Excitation device 
Gi\Ten the hypothesized limitations of the half-power bandwidth method for mea­

suring damping in two-phase timvs, it was postulated that more accurate damping 

measurements might be obtained using the decay response of the monitored tube 

in::;tead of the frequency spectra. In order to study this possibility, it wa::; necessary 
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to devise a method to produce an initial displacement of the tube and to captnre 

the amplitude decay trace. The technique had to maintain the pressure integrit.V of 

the flow loop, and not disturb the flow distribution within the tube bundle. After 

various mechanical alternatives were evaluated, it was decided to implement an elec­

tromagnetic excitation device to initiate the tube oscillation. Since the force required 

to produce a significant static deflection of the monitorC'Q tube would require a very 

powerful magnetic field, an alternative approach would be to excite the tube at its 

resonance frequency. Given that the excitation comes from outside the test section, 

the method is non-intrusive, that is, it does not interfere with the two-phase flow 

distribution across the bundle or around the monitored tube. 

Two electromagnetic coils were designed and built for this purpose (see Figure 3.7), 

and the polarity of these was changed at the natural frequency of the tube in order 

to produce resonance with a wry low current (around 1 Ampere). A diagram of the 

equipment used is shown in Figure 3.8. A signal generator (Phillips PlVI-.5165) was 

used to generate a sinusoidal wave at the natural frequency of the tube (determined 

from the averaged frequency spectra). The signal was fed into a two-channd amplifier 

(Panasonic RA1vISA \:VP-1200) before circulating through the coils. Each coil was 

built by using a low-carbon steel rod with a diameter of 12.7 Hun (0 .. 5 in), and 28 

A\VG copper wire turned by hand some 400 times around each coil. The wire could 

withstand a maximum current of 2 A at 30oe, although the maximulll used during 

the experiments was 1 A. The total resistance of each coil was about 4 .. 5 n. This was 

designed to produce a. magnC'tic field intensity equal to that of the permanent magnet 

mounted on the monitored tube, which was 3700 Gauss. 

3.4.1 Preliminary Testing of Electromagnets 

With the objective of testing whether the electromagnetic excitation device could 

produce the desired response of the monitored tube, a single-tube apparatus was 

utilized. An exact replica of the tube was used for these trials, in terms of lllass per 

unit length, length, diameter and tube support (Figure 3.9). One strain gauge was 
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installed on the support to capture the response of the tube in the tran:::;verse direction, 

and a permml('nt magnet was fix('d to the frf'e end of the tu1w. Tll(' experiments were 

designed to evaluate the current required to make the tube oscillate with a cf'rtain 

amplitude, the infiuence of the distance bf'tween the electromagnets and the tube 

on the damping measured and the effect of coil misalignment. In order to have a 

reference value, an averaged value of the damping ratio was calculated by manually 

plucking the tube 10 times, with no electromagnets nearby. 

The set-up was tested several times in air and with the tube submerged in water. 

It wa:::; important to verify that the magnetic field was strong enough to make the tube 

move in a fluid much denser than air. Figure 3.10 shows the typical responses obtained 

in air and water. The time required for the tube to reach a constant amplitude of 

vibration was observed to be less than 10 seconds for any value of the current less 

than 1 Ampere. It was determined that if the distance between the electromagnets 

and the monitored tube was more than 12.7 mm (0.5 in), the magnetic field did not 

have an effect on the damping measurements. Since the gla:::;s windows located in 

the test section are 12.7 nun thick, the minimum distance between the tube and the 

electromagnets was always adequate to ensure that the mea:::;urcd damping results 

were not affected hy the presence of the electromagnets. 

3.5 Experimental Program and Procedure 
Two series of experiments, designated as A and B (see Table :3.3), were carried 

out in order to generate the data required for this study. Each series had a specific 

purpose: 

• Serif'S A - Damping ratio measurements 

• Series B - Fluidelastic Instability data 

The damping ratio measurements (Series A) where performed by fixing all the 

tuhes in the array, with the exception of the monitored tube. The effect of hydrody-
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nl:1mic coupling between the tuten, which i8 e8pecially important at low void fraction8, 

produces unreliable damping results. vVhen a tube is plucked, the hydrodynamic cou­

pling excite8 the neighbouring tubes to oscillatc. Thus, thc rapid amplitudc decay 

of the plucked tube is due to transfer of kinetic energy to its neighbours rather than 

damping. A perforated plate was carefully attached to the free ends of the tubes in 

order to fix the neighbouring tubes (see Figure 3.11). In test series B, a fully flexible 

tube array was utilized. The8e experiments were specifically designed to determine 

the critical void fraction at which fluidelastic instability occurs for each one of the 

rna8S fluxe8 studied. 

The gamma densitometer was calibrated at the beginning of each experiment. 

With the test section full of freon vapour, the averaged voltage produced by the 

scintillator was recorded at room temperature. After the voltage corresponding to 

the vapour phase was determined, the test 8ection was filled with liquid freon and 

a new measurement was carried out. The dfects of temperatur(' change during the 

experiments were taken into account as described in the previous sectioll. Flow regime 

also affects the accuracy of the single-beam gamma densitolll('ter, mainly due to the 

change in the interface position respect to the beam. However, previous research has 

determined that in the worst case, the uIlcertainty of the gamma densitometer is less 

than 4% of the measurement (sec Feenstra (2000)). 

For both series, the mass flux was increased from 100 to 500 kg/m2s in steps of 

.50 kg/m2s. The ohjective was to observe the behaviour of the critical velocities in 

intermittC'nt and dispersed flows. In Series B, an additional experiment with a lllass 

flux of 77 kg/m2s was carried out in order to increase the maximum critical void 

fraction observed. 

3.5.1 General Procedure 

In two-phase tlow-incluccd vibration experiments, it has been shown that the two 

crucial parameters a.ffecting the response of the tube are void fraction and ma.ss flux. 

The traditional approach when doing experiments with air-water mixtures is to keep 
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Table 3.3. Summary of Test Series 

No of Flexible Tubes 
Purpose 

Series A 
1 

Damping 

Series B 
10 (all) 

Fluidelastic Instability 

the voiel fraction constant, \vhile the mass flux is incremented via the volumetric flows 

of air and water. In this research, since we use a single-component two-phase freon 

flow, the mass flux is kept constant while the void fraction is increased by using the 

heating elements. This reduces the number of parameters that have to be adjusted 

(dnd coutrolled) between trials. The mass flux is first set by ut-iing speed control 

of the main pump and the readings from the orifice plates located downstream the 

pUlllp. The void fraction or fiow quality is then adjusted in the main heater control 

by using a rheostat. The scale of the rheostat goes from 0 to 100%, with the latter 

corret-ipondillg to approximately 46 k\V. A digital powermeter with a resolution of 

0.01 kyV permitted the regulation of the power transferred hy the heaters. 

After increasing the heating pmver. the mass fiux of cooling water had to be ad­

justed in order to keep the temperature and pressure of the test section constant 

during the experiment. This was done with the purpose of maiutaining a constant 

density ratio between the liquid and vapour phases. The data acquisition started 

when the temperature measurements along the fiow loop had been constant for about 

10 minutes, indicating that a steady state condition had been achieved. 

For both series of experiments. the variables recorded for each trial were: 

• Temperature (at the points indicated in Figure 3.1), to verify the steady-state 

condition during the measurement 

• Pressure (at the test section and upstream the main pump), to keep a constant 

dent-iity ratio between the liquid and gas phases in the test sectioll. 
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• Pump speed and flow rate (measured at the orifice plates), to ewmre that the 

mass flux was constant oaring the experiment 

• Power transmitted by the heaters 

• Flow rate of the cooling water, which was measured by two rotameters installed 

next to the condenser 

• Averaged frequency spectrum in both the streamwise and transverse directions, 

captured by the HP dynamic analyzer. 

• Void fraction, measured using the gamma densitometer. 

The averaged frequeucy spectra and the void fraction measurements were carried 

ont. tlimultaneously. The scintillator was excited with 600 Volts by using a high voltage 

power source (Harshaw NV-25A). The number of counts was captured by a Tennelec 

Ratemeter (TC-527). A total of 300 averages of the void data were calculated from 

10 samples acquired at 10 Hz. This choice of parameters was based on their proven 

rdiability in previous studies that used the flow loop (see Feenstra (2000)). 

In test series A, an additional measurement was performed. In order to capture 

the decay response of the monitored tube, the electromagnetic excitation device was 

utiliz;ed. The electromagnets were turned on for a period of 5 to 10 secollds, to ellsure 

that the tube was vibrating at a constant amplitude. Then, the power was shut-off, 

and the tube decay respOllse was captured by the strain gauges. This procedure was 

repeated three times and then the clamping values were averaged to obtain a repre­

sentative damping ratio for each va.lue of heat flux (see llext section). The frequency 

used to feed the electromagnets was the averaged tube natural frequency previously 

determined by the HP analyzer. The electromagnets were set-up to produce resonance 

in the lift direction, where fiuidelastic instahility generally occurs first. Hence. the 

damping measnrements obtained in this research correspond to the direction trans­

verse to the flow. The uncertainty anal.vsis for all the measured quantities, damping 

and other fluidelastic parameters, is presented in Appendix C. 
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3.6 Analysis and Post-Processing of Data 
In this section. it is shown how the variables measured during the experiments are 

converted into the parameters of interest in fluidelastic instahility analysis. First, the 

dynamic response of the monitored tube will be examined, and, subsequently, the 

two-phase parameters will be determined from mass flux, temperature, pressure and 

void measurements. 

3.6.1 Amplitude, Frequency and Damping 

As mentioned above, the dynamic response of the monitored tube was captured 

by using two strain gauges, located at 90 degrees of each other. Although hath the 

streamwise and transverse directions were recorded simultaneously using independent 

channels, only the frequency spectrum corresponding to the transverse direction was 

fully analyzed. The rationale behind this is that fluidelastic instability is generally 

expected to occur first in the lift direction, which indeed took place in all the exper­

iments performed. 

The frequency spectrum was acquired for a frequency range from 0 to 100 Hz, with 

a resolution of 0.25 Hz and averaged over 100 samples. The natural frequency was 

determined at the time of the measurement by visual observation of the spectra, and 

corroborated later using a l\IATLAB program. This program also determined the 

rms amplitude based on the integration of the frequency spectra for a preset range of 

frequency. 

The averaged frequency spectra were also used to determine the damping ratio 

based on the half-power ban(l\vidth method. This method assumes that the turbulent 

excitation due to the flow is broadband and random in the frequency range close to the 

natural frequency of the tube. Then, it can be considered that the frequency response 

of the tube is equivalent to the vibration response obtained from a frequency sweep. 

A FORTRA:\ program supplied by AECL was used to fit a curve to the frequency 

response by using a least-square regression technique. The program fits a frequt>ncy 

response of a single-degree of freedom system to the frequency data gathered during 
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the experiment. as shown in Figure 3.12. Initially, estimates of the damping ratio and 

the natural frequency are provided. The program then iterates to find the combination 

that will produce the best fitting to the experimental data. The value ofthe damping 

ratio at which the program converges is equivalent to that obtained by the half-power 

method. In this case, the damping ratio is a function of the width of the peak at an 

amplitude equal to Amax / V2, were Amax is the peak amplitude. For small damping 

ratios, we may write 

(3.3) 

where D..f is the frequency interval representing the width of the peak, and In is the 

natural frequency. The main disadvantage of this method is that. in two-phase flows, 

the continuous change in the average fluid density around the monitored tube pro­

duces a continually shifting frequency, artificially broadening the resulting response 

peak. This can potentially lmd to an over-estimation of the damping ratio. The effect 

can be exacerhated by the varying added mass caused by different relative motion of 

a tube with its neighbours. 

The damping ratio was also calculated based on the decay response of the moni­

tored tube. The decay trace was captured three times for each void fraction studied 

by using the electromagnetic excitation device. During the testing stage of the elec­

tromagnets, it was determined that averaging the damping obtained from three decay 

traces was sufficient to produce a repeatable value. This WetS also verified with the 

full bunclle installed during the experiments. The signal conditioner amplifier used 

in the experiments used capacitive coupling to eliminate the static component of the 

signal (DC offset). A l\lATLAB program was used to compute the damping ratio 

based OIl the decay trace. The program allowed the implementation of both the log­

arithmic decrement method, based on the magnitude of the peaks, and the fitting of 

an exponential function to the decay trace. 

In this study, although the tube is forced to vibrate to about 10% of its diameter 

by the electromagnets, only the portion of the decay trace between 3% and 1 % is 
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used for damping determinaticHl. By doing this, it is ensured that the response of 

interC'st is not so large that nonlinear effC'cts are significant, and not so small that it is 

overwhelmed by the random turbulent excitation. The calculations were carried out 

varying the time interval slightly, in order to verify the independence of damping on 

the tube amplitude. For the implementation of the logarithmic decrement method, 

the decay response was divided in various sections, and the logarithmic decrement was 

computed for each one of them. The resulting valnes of damping ratio were averaged 

along the time interval considered (see Figure 3.13). For damping ratios below 4%, 

the damping ratio ( can be approximated by 

c5 _ 1 (xo) ( ~ -. -, where 0 = -In - . 
27r 17 Xn 

(3A) 

In equation 3.4, n is the number of cycles between the peaks considered and :r:o, 

.rrl represent the peak amplitudes and c5 is the logarithmic decrement. 

The exponential fitting method simply fits an exponential function to the decay 

trace. This procedure produced a more consistent and reliable estimate of damping, 

especially when the void fraction fluctuations caused intense frequency shifting. In 

order to fit an exponential to the response, the program used the maxima of the peaks 

as shown in Figure 3.14. The function used was 

4 -HI Y =. e , where B = (wn' (3.5) 

where ( is the damping ratio and Wn represent.s the circular natural frequency. The 

a,yerage and standard deviation of the three damping values were calculated for each 

void fraction. 

The structural damping of the monitored tube was determined using the logarith­

mic decrement method. The monitored tube was manually plucked in air, while all 

the other tubes were held fixed to avoid any mechanical coupling, and the values cited 

are the average of 5 trials. 
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3.6.2 Properties of Freon-II 

The thermodynamic properties of the R-ll, as well as the viscosity of each phase, 

arc determined by using a group of polynomial correlations developed by Feenstra 

(2000). The formulae were derived from least square fittings of the ASHRAE (1991) 

thermodynamic tables, for a temperature range of 20 to 60°e. Table 3.4 presents 

a summary of the correlation.s. The parameter T is the temperature based on the 

voltage reading from the thermocouples (E::\tfF). 

Table 3.4. R-ll property correlations 

E Type Thermocouple 
Liquid Viscosity 
Gas Viscosity 
Liquid Density 
Gas Density 
Liquid Enthalpy 
Vaporization Enthalpy 
Saturatioll Pressure 
Surface Tension 

T[°e] 
vl[pPa sJ 
vg[pPa sJ 
Pl [kg/ m:3J 

pg[kg/m3
] 

hi [kJ/kgJ 
h1g[kJ Ikg] 
Psat [:\IPaJ 
of\J/m] 

3.6.3 Flow Parameters 

= 0.82277+ 16.014EMF +0.10689EMF2 

= 563.5 - 6.228T + 0.0262T2 
= 10.16 + 0.0356T 
= 1533.1 - 2.1962T - 0.003287T2 

= 2.8291 + 0.062313T + 0.0027383T2 

= 199.92 + 0.87863T + 0.0003982T2 
= 190.5 - 0.34876T - 0.00070376T2 

= 0.048611 + 0.00087T + 5.689:c10-5T2 
= 0.021 - O.OOOIT 

This section provides an itemized description of the critical flow parameters that 

are needed to characterize the flmv-induced vibrations. 

3.6.3.1 Pitch Mass Flux 

The pitch mass flux Gp is calculated based on the average velocity between the 

tube gaps and the density of the liquid freon, before circulating through the heaters 

section of the flow loop. It is determined as 

G (k /m 2 s) = Q Pll ( PI D ) 
p g 1000 A P / D - 1 ' 

(3.6) 

78 



Ph.D. Thesis - J. E. )'10ran lV1c~raster - ~1echanical Engineering 

where Q is the toted volumetric flow rate (Lis) of the freo11 measured by the orifice 

plates, (J11 is the density of liquid freon (kg/m3 ) calculated at temperature T 1, right 

before circulating through the heaters (see Fignre 3.1 and A is the upstream flow area 

of the test section (.4=9.69 x10-3 m2 in this research). 

3.6.3.2 Enthalpy Increment 

The energy gained by the two-phase freon as it flows through the heaters section 

can be calculated as 
~h = C L q 1000. 

Pit CJ 
(3.7) 

In equation 3.7, ~h is the enthalpy rise in kJ Ikg, q is the heat transferred by the 

heaters (kvV) and CL is a correction coefficient that accounts for the heat lost due 

to convection to the room. The value of CD was estimated to be 0.97 by Feenstra 

(2000). 

3.6.3.3 Flow Quality 

The thermodynamic lJuality was determined based 011 the temperature measure­

ments along the flow loop. It represents the ratio of the vapour mass flux to the totaJ 

mass flux of the mixture. 
hzt + ~h - hl2 

x = ---::-----
hlg2 

(3.8) 

The enthalpies 11 11 , h 12 and hlq2 were calculated based on the correlations shown 

in Table 3.4 using the temperature measurements taken at the locations indicated in 

Figure 3.l. 

3.6.3.4 Fluid Density based on the HEM 

Assuming that the mixture is formed by fine bubbles well mixed with the liquid 

and there is no slip between the liquid and gas phases, the density of the two-phase 
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mixture can be estimated as: 

( )

-1 
.r I-x 

PH= -+--
Pg2 Pl2 

(3.9) 

3.6.3.5 Void Fraction based on the HEM 

The volumetric ratio of the gas phase to the total volume of mixture can be deter­

mined by using the flow quality, the density ratio of the phases (measured upstream 

of the tube bundle) and assuming that the slip ratio is equal to unity. 

CYH= [1+ Pg2 (~-l)l· 
PZ2 x 

(3.10) 

3.6.3.6 Pitch Velocity based on the HEM 

The averaged flow velocity in the gaps between the tubes can be estimated by 

llsing the mass flux, which is measured at the orifice plates, and the fluid density 

based on the Homogeneous Equilibrium Model. 

v _ Q Pll (PI D ) 
p - 1000 A PH PI D - 1 

(3.11) 

3.6.3.7 Separated Flow Quantities 

In order to have a more realistic estimate of the flow density and other flow quan­

tities, the void fraction was directly measured by using a gamma densitometer. The 

advantage of this method is that it takes into account the velocity ratio effects, caused 

hy the density difference hC'tween the phases. The absolute velocities of the liquid and 

gas phases (Ul and Ug respectively) were also calculated by using the void fraction 

based on the Radiation Attenuation Determination (RAD). 

RAD Void Fraction: 

where N* = N rE. 
V Pic 

(3.12) 

80 



Ph.D. Thesis - J. E. Moran 

RAD Fluid Density (kg/m:3): 

Velocity of the Gas Phase (m/s): 

U 
_ .r Gp 

g-
. 0: Pg2 

Velocity of the Liquid Phase (m/s): 

Velocity Ratio (Slip): 

U 
_ (1 - .r) Gp 

1- (1 - 0:) P12' 

M('~laster - ~Iechanical Engineering 

(3.14) 

(3.15) 

(3.16) 

The Interfacial Velocity introduced in Chapter 2: 

(3.17) 

where Ul8 and Ugs are the superficial velocities of the liquid and gas phases respec­

tively. 

3.6.3.8 Other Dynamic Parameters 

In addition to the previously described variables, there are some flow-induced 

vibration parameters that play an important role in the analysis of fluidelastic insta­

bility. 

Hydrodynamic ::\lass: 

(3.18) 
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where Tnt is the mass pCI' unit length of the tube alone, fa is the natural frcqnenc.y 

of the tube in air and f is the in-flow frpquency. 

Total :VIass per unit Length (Tube + Hydrodynamic Mass): 

Hydrodynamic ylass ratio: 

(
1 )2 

Tn = TrLt ; 

Tnh 
InR = - = 

Tnl 

(fa//)2 - 1 

(fa/ fl)2 - l' 

(3.19) 

(3.20) 

where Tnl is the hydrodynamic mass in liquid flow and fl is the tube natural 

frequency in liquid. The hydrodynamic mass ratio is assumed to he 1 in liquid flows. 

and 0 ill gas flows. 

82 



00 
w 

+---
5-

Main Pump 

Tube-and-Shell 
Condenser 

~ ~aTest H Secti( I Gamma 2 

II Flow Control 
Valves 

-1-
':::J 

r 
III I I Heaters 

./ Section 

Orifice Plates 
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Splitter Plates 

Model Tube Bundle ~ 

Q~=--= Test SectIon Centerline 

Gamma DensItometer Centerline 

, 

406 

I 
Gamma Beam Area 75 

, 

---~ 

Flow Homogenizers 

Transition SectIon 

Figure 3.2. Schematic diagram of the test section (sideview), showing the location 
of the model tube bundle, flow homogenizers and splitter plates. The 
indicated dimensions are in lllm. The thermocouples T2 and T,3 are also 
shown. Adapted from Feenstra (2000). 

Figure 3.3. Picture of the test section showing the half-tubes attached to the wall. 
the flow homogenizers and splitter plates. 
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81 ~- . 14.20mm 

9~o-L 

Figure 3.4. A 3-D model of the tube array designed and built for this study. On 
t he right side. a sketch of the installed bundle showing the half-tubes 
attached to the walls. the monitored tube and the flow direction. 
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Figure 3.5. Side-view of the test section, showing a schematic diagram of the model 
tube bundle, the location of the strain gauges and the electromagnets. 
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Collimators 

Gamma Source (Ba 133) 
Scintillator 

Front Window of Test Section 

Figure 3.6. Set-up of the single-heam gamma dem;itometcr on the test section. 
Adapted from Azzam (2004). 
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x 

~- 25.4 mm (1 in) 

Front Window 

Figure 3.7. Electromagnetic device designed and built for this research. The coils are 
mounted on a special base that allows motion in the x and y directions, 
a plane orthogonal to the tube axis. 
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Multimeter 

r 
l Signal Generator 

L-/--
Figure 3.8. Diagram of the equipment required to excite the electromagnets at vari­

able frequency. 
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Figure 3.9. Single-tube testing set-up for the electromagnets. 
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Figure 3.10. Decay response for the single-tube set-up in air and water. Kate the 
constant amplitude oscillation produced by the electromagnets before 
they are shut-off. 
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Figure 3.11. View of the model tube bundle with the perforated plate installed 
(single-flexible tube bundle). The front window of the test section has 
been removed. The half-tubes attached to the walls. the flow homog­
enizers (below the bundle) and splitter plates (above the bundle) are 
shown. 
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Figure 3.12. Half-power bandwidth method for calculating the damping ratio. The 
upper graph shows the theoretical concept of this procedure, based 
on the width of the peak at a certain amplitude. The plot. on the 
bottom shows the fitting performed on actual data recorded during 
this research. 
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Figure 3.13. Procedure for the application of the logarithmic decrement method. 
The time interval was taken from 1 to ;3% of the tube diameter (top). 
Then, the magnitudes of the peaks are used for determining the damp­
ing ratio (bottom). 
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CHAPTER 4 

Two-Phase Flow and Damping: Results and Analysis 

This chapter presents the two-phase flow and damping results and analysis obtained 

from test series A. The averaged tube frequency respouse spectra are first used to 

calculate the damping ratio based on the half-power bandwidth method, in order to 

establish a datum for comparing the present results against previously published data. 

Damping is then determined based on the decay response of the monitored tube, by 

employing the logarithmic decrement method and an exponential fitting to the decay 

response. The results from th(' three different damping measurement methods are 

then compared. 

A dimensional analysis is carried out with the objective of identifying a relation­

ship between damping and the fluid and flow properties. Using the results of the 

new measurement methodology, the effect of mass flux on dampillg is also explored. 

Finally, the dependence of damping on flow regime is examined by normalizing the 

two-phase component. 
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4.1 Two-Phase Flow Results 
Due to the modifications performed on the flow-loop, the maximulll void fraction 

measured with the gamma densitometer was about 90% for the lower mass fluxes 

(100 to 200 kg/m2s), much higher than for previous research using the same flmv-loop 

(Feenstra, 2000). These high-void experiments allowed the visualization of the three 

two-phase flow regimes: bubbly. intermittent and dispersed. This is very relevant, 

because it means that bot h damping and fluidelastic instability measurements have 

been obtained in every flow regime. The identification of the flow regimes was carried 

out by visual observation. and corroborated against the predictions of the flow regime 

maps introduced in Chapter 2. The experiments were carried out by setting the mass 

flux and heaters to obtain a certain void fraction. After establishing steady-state 

couditiolls, measuremellts were made of temperature, pressure and DAD void fraction. 

The frequency spectra, rms tube amplitude and three damping measurements based 

on the tube decay trace were also recorded. For each mass flux studied, the heat 

transfer to the fluid was increased to increase the void fraction and the whole process 

repeated until instability was reached. 

The superficial velocities of the liquid and gas phases were calculated based on the 

RAD density by using Equations 2.20, and plotted on the maps proposed by Ulbrich 

and :\,le\ves (1994) and Noghrehkar et a1. (1999), as shown in Figures 4.1 and 4.2. In 

both figures, it is clear that the two-phase data spans across the three flow regillles. 

There are, however, some important differences. The Ulbrich and I\Jewes (1994) map 

shows that for all the Illass fluxes studied the bubbly and intermittent flow regimes 

WfTf' present. The disPNscd flow regime existed only for the experiments with mass 

fluxes equal to 100, aud 150 kg/m2s, although according to the observations carried 

out at. 250 kg/m2s dispersed flow was also exhibited. It shonld be noted that the 

Ulbrich and ~\Iewes map was developed using air-water mixtures flowing acr08s an 

in-line array. Regarding the transition from bubbly to intermittent flow, the Ulbrich 

and Mewe8 map and the vi~mal observation agreed very well, especially for rna:ss fluxes 

below 400 kg/m2s (see Table 4.1). Interestingly, the transition void fraction between 
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bubbly and intermittent flow is generally around 40 to 60 %. For internetl pipe flows, 

this transition usually occurs around 30% of void fraction, due to the inevitable 

interaction between the bubbles. The present experimental observations agree with 

those of Dowlati et al. (1992) and N oghrehkar et al. (1999), which suggests that the 

presence of the tube bundle creates a more efficient source for bubble breakup. 

As discussed above, the transition between intermittent and dispersed flows was 

visually observed for only 4 out of the 9 experiments performed in test series A. Ta­

ble 4.2 shows the transitional void fractions in this case. The mass fluxes above 300 

kg/m2s are not included in the table becetuse dispersed flow was not observed during 

those experiments. The differenc(' bf't\veen the prediction of the Ulbrich and lVlewes 

map and the visual observations are morc pronounced in this case but the agreement 

still reasonably good. For the present results, Figure 4.1 shows that the liquid su­

perficial velocity remains fetirly constant for the experiments with mass fluxes over 

250 kg/m2s, while there is some change in this parameter for the experiments where 

dispersed flow was observed. This phenomenon is probably related to an increase in 

the slip ratio and tllt' existence of flooding or down-wash of the liquid phase, which 

occur near the transition between intermittent and dispersed flows. 

Concerning the flow regime map of ~oghrehkar ct al. (1999), the transition between 

bubbly and intermittent flows is similar to that suggested by Ulbrich and Mewes 

(1994), although the flow turns to intermittent earlier for the experiments with mass 

fluxes above 350 kg/m:!s. Noghrehkar et al. (1999) also suggests that the transition 

to dispersed How starts at a gas superficial velocity of 3 mis, much lower than the 

range 4 to 10 mls suggested by the Clbrich and ~\lewes (1994) flow regime map. 

This me8ns that the dispersed flmv regime was supposed to be observed in all the 

experiments. In the present study, dispersed flow was observed in only four of the Hine 

mass fluxes investigated. It was decided that the results of Ulbrich and I\fewes (1994) 

agreed better with the visual observations carried out during the present experiments. 

Therefore, it will be used as a reference in the following sections. 
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4.2 Damping Results 
At each of the lllass fluxes and void fractions represented by data points in the 

previous section, tube response frequency spectra and amplitude decay traces were 

obtained for estimating the damping using each of the three techniques described 

in Chapter 3 (see experimental results presented in Appendix E). In this research, 

the approach proposed by Baj and de Langre (2003) has been taken, i.e. the total 

damping ratio is considered to be the sum of only a structural component and a 

two-phase term, 

(4.1) 

In equation 4.1, (tp includes all the two-phase flow contributions: interfacial, vis­

cous, and velocity dc>pendent. The author agrees with Baj and de Langre (2003) that 

the fluid component of clamping should include all the effects related to the particular 

flow characteristics (as in single-phase flow). This assumes that the fluidclastic insta­

bility is essentially the saIlle phenomenon in single and bvo-phase flows, the primary 

difference being the way in which the determining parameters are scaled (de Langre, 

2006). As pointed out in Chapter 2, the damping in two-phase flows is strongly de­

pendent on void fraction. Figure 4.3 shows the total measured damping ratio, (tp' 

versus the RAD void fraction for six of the nine maS8 fluxes studied. The values 

of damping used in these figures arc based on the exponential fitting to the decay 

trace, and each data point corresponds to an average of the three traces collected for 

('ach value of the void fraction. The general behaviour of damping is similar to that 

exhibited in single-phase flows (see Figure 2.11). The damping ratio tends towards 

the value in-stagnant liquid 'ivhen the void fraction approaches 7.ero, increases with 

void fraction to reach a maximum and finally approaches 2ero a.s fluidela.8tic instabil­

ity occms. This behaviour is dne to two effects taking place at the same time: the 

flow velocity increases the fluid component of damping, and the fluidelastic forces 

start diminishing the total damping present in the system (see Figure 2.12)). As 

the mass flux increases, the void fraction corresponding to the maximum damping 
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varies somewhat. The mechanism of energy dissipation is related to the flow regime 

attained by the two-phase mixture, and flow regime transition is a function of mass 

flux. Figure 4.3 also indicates the flow regimeti observed for each experiment. The 

maximum damping ratio seems to occur dose to the flow regime transition from bub­

bly to intermittent. A similar observation has been made by Anscutter et a1. (2006) 

in internal two-phase vertical-upwards flow in pipes. 

4.3 Datum Measurement of Damping using the 

Half-Power Method 
A new methou for measuring damping in hvo-phase flows was pursued in this re­

search because it was thought that the traditional half-pmver bandwidth approach 

could have significant errors due to frequency variability Juring the period of data 

capturing. In order to establish a datum for comparison of results from the new 

methodology, as well as compare the present results using the half-power bandwidth 

with existing data, the half-power damping results obtained in this research were 

computed and normalized as described in Chapter 2, equations 2.9 to 2.11. The 

resultant normalized two-phase damping was compared against data previously pre­

tiented by Axisa et a1. (1988), Pettigrew et a1. (1989a), Pettigrew et a1. (1995) and 

Feenstra (2000). Figure 4.4 shows the relationship between the normalized two-phase 

damping ratio and the void fraction based on the Homogeneous Equilibrium Model. 

The continuous line reprC'Sents the design guideline suggested by Pettigrew and Tay­

lor (2004). The data points corresponding to this research are locateu on the high 

HEM void region (CtH > 40%). Noting the significant scatter in the existing data. the 

results obtained in this study generally agree well with those presented by previous 

researchers. 

In Figure 4.4. there are two low data points at an HEM void fractioll of about 0 .. 5 

that do not follow the expected trend. These points correspond to the experiments 

where the pitch mass flux wa~ the lowest, between 100 and 150 kg/m2s, and the 
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RAD void fract.ion measured for t.hese points was less than 10%. Thi8 deviation from 

the expected trend is probably due to two factors. Firstly, the HE::-..r over-predicts 

the void fraction. shifting the data to the right. Thi8 effect is more pronounced for 

low void fractions, as seen in Figure 4.5, where the HEM and RAD void fractions 

are plotted as a function of the HEM pitch velocity (used here for scale purposes). 

It can be seen that at the lowest velocities, the HEM void fraction predictions are 

up to 10 times larger than the gamma densitometer measurements. As the flow 

velocity increases, t.he t.wo methods get closer to each other, with the HEM about 

20% above the RAD void fraction at the highe8t measured HEl\l flow velocity. The 

HEM substantially over-predicts the void fraction over the entire pitch velocit.y range 

of the present experiments. The second possible explanation for those outlying data 

points is that the void fraction is a function of the thermodynamic qualit.y, which has 

a considerable ullcert.ainty for low mass-flux experiments. It is important. to note that 

the values of dampillg plotted on this diagram by previous researchers are those used 

for fluidelastic analysis, t.hat is, taken at half the critical mass flux. In this particular 

figure, all the damping value'S ohtained during the present experiments have been 

plotted, and the agreement is still very good. 

4.4 Comparison between the Damping Measure­

ment Methods 
Figure 4.G shmvs a comparison between the results obtained using the exponential 

fitting to the decay response (md the logarithmic decrement methods, for a pitch maS8 

fiux equal to 250 kgjm2s. The data represent the average value of damping based 

011 the three traces recorded for each void fractioll (see Section 3.6.1, Chapter 3). It 

is observed that the logarithmic decrement method results have significant ::)cattE'r, 

and do Hot indicate a clear trend over the range of RAD void fraction investigated. 

The logarithmic decrement approach is clearly too sensitive to the vibration ampli­

tude peak-values used in the calculations, even when averaging is used. However, the 

100 



Ph.D. Thesis - J. E. Moran Md1aster - ~Iechanical Engineering 

results based on the exponential curve fitting to the decay response are more consis­

tent, not only over the void fraction range, but also between the three measurements 

performed for each value of void fraction. Apparently, the shifting frequencies caused 

hy variation in fluid added mass and irregular response dne to turbulent two-phase 

flow excitation make the logarithmic decrement approach rather unreliable for this 

application. These eff('cts are minimized in the case of the expon('ntial fitting method 

because of the smoothing obtained by fitting the decay curve instead of using the in­

dividual amplitude peaks. The differences between the two methods described above 

were observed for all the experiments over the range of mass fluxes studied. Based 

on this resnlt, it was decided to use the exponential curve fitted damping results for 

comparison with the half-power bandwidth method in the discussion below. 

Figures 4.7 and 4.8 show the damping measurements obtained using the half-power 

and exporlE'ntial decay methods, plotted against the HEM and RAD void fractions 

respectively. The vertical dashed lines indicate transitions of flow regime based on the 

predictions of Ulbrich and I\'1ewes (1994), as discussed in section 4.1. In both figures, 

the results based 011 the half-power bandwidth method are consistently higher than 

those from the exponential decay method. The void fraction model used makes an 

important difference conc('rning the location of the flow regime transition. In Figure 

4.7, the flow regime changes occur at high HEl\I void fractions. and are relatively 

close to each other. However, as seen in Figure 4.8, the flow regime zones are actually 

more spread out, enduring over a larger range of void fraction. The trends observed 

in Figures 4.7 and 4.6 were detected in all of the mass fluxes studied. 

The differences in damping values obtained between the half-power and the expo­

nential fitting methods is the greatest in the bubbly flow regime, and reduce as the 

flow moves into the iutermittent and dispersed flmv regimes. The effect of varying 

void distribution on fluid added mass, and therefore on tube natural frequency, re­

duces as the void fraction increases. Figure 4.9 shows error bars on the exponential 

fitting results, representing the standard deviation of the three meal:3urements per­

formed for each void fraction. No error bars are shown for the half-power results 
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because only one averaged spectrum was captured for each void fraction. It can be 

seen that for bubbly flows, the difference between the methods is much larger than the 

range defined by standard deviation. During the tran~ition from bubbly to intermit­

tent flow, the standard deviation of the damping data remains substantial due to the 

temporal and spatial unsteadiness exhibited by the flow. It seems that the half-power 

bandwidth method is more sensitive to the effects of frequency shifting at lower void 

fractions than the exponential decay curve fitting approach. This explains why the 

former method gives much larger values of damping at lower void fraction than the 

latter method, and why the difference in results between the two methods reduces 

with increasing void fraction. Interestingly, the effects of intermittent flow on damp­

ing measurements appear to be less important than those of variations in fluid added 

mass. For higher void fractions, the standard deviation of the exponential fitting 

results diminish. Above a void fraction of about 0.6, the damping values obtained by 

the two methodologies are relatively close but the half-power values still consistently 

higher than those obtained by the exponential fitting method. This agrees with the 

results reported by Janzen et a1. (2005) and Chandler (2005). 

4.5 Frequency Shifting Phenomenon 
It was proposed that the change in added mass around the monitored tube produces 

a shifting frequency and that this phenomenon may artificially broaden the averaged 

peak observed in the tube frC'quency response spectrum, leading to unreliable damping 

results. This effect can be quantified using equation 4.2 

( 4.2) 

where Wn is the natural frequency of the tube, k is the stiffness, ms represents 

the mass per unit length of the tube and rna is the hydrodynamic lllass or fluid 

added mass. The sum of ms and rna is the total mass that has inertial effect on 
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the dynamics of the tube. If the tube is :mrrounded by vapour or air, the effect of 

117 a is negligible, and the total mass approaches that of the tube alone. When the 

tube is 8UlT01Ulded by liquid, the total mass i8 larger, contributing to a decrease in 

natural frequency. For an isolated cylinder, the added mass has a unique value and 

the cylinder's natural frequene:v is well defined. For a cylinder in a closely space group 

of cylinders, there are multiple values of the added mass depending on the relative 

motions of the various cylinders in the group. Thus, the cylinders exhibit a clu8ter of 

closely spaced natural frequencies with the cylinders' motion being hydrodynamically 

coupled to its neighbours'. 

In two-phase flow problems, the unsteadiness of the flow will contribute to changing 

the amount of liquid and gas that is in contact with the tube at a given time, thus, 

exacerbating the fluctuations in added mass. The frequ{'ncy of the tube will then 

fluctuate around a Illean value, which is determined through an averaging process 

during a certain period of time. The distribution of the phases around the tube is 

related to the flow regime and void fraction. A8 the void fraction increases, the added 

mass effect reduccs. Figure 4.10 shows the relationship between the void fraction and 

the hydrodynamic maS8 ratio (mR) for both the HENI and RAD void estimations. 

The quantity 171 R is equal to the ratio between the actual added mass and the added 

mass of a tube sUlTounded by liquid. as discussed in Chapter 2. Thc continuous line 

represents the theoretical hydrodynamic mass ratio, which is the lineal mass of fluid 

displaced by the tube and correded for confinement of the nearest tubes. It can be 

calculated as: 
[(Del D)2 + 1] (7fPD2) 

mR,theor. = [(D,) D)2 - 1] -4- , ( 4.:3) 

Since the HEl\I over-predicts the void fraction, the results based on this model are 

shifted to the right hand side of the figure, the same effect observed in Figure 2.1.5. 

On the other hand, the more realistic RAD void measurements show that the real 

values of added mass arc lower than expected, and tend to level off at void f[(~ctiolls 

larger than about 75%. The hydrodynamic mass ratio must approach )l;ero when the 
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void fraction is equal to unity. The choice of HE.M or RAD does not directly affect 

the calculation of the fluid added mass, since thp latter is based on the ratio of the in­

flow tube natural frequency to the natural frequency in liquid. To explain the small 

change in TnR for high voids, it has been postulat('d that a vapour film is formed 

around the tube and the effective fluid added mass becomes insensitive to further 

increases in void fraction. The present experimental rig does not permit RAD void 

fractions above 90% (equivalent to a HEM void fraction of about 99%). 

If the fluid added mass remains constant, there is no frequency shifting. For 

lower void fractions, where the hydrodynamic mass ratio is significant, the shifting 

is very pronounced. Having observed this behaviour, a new experiment was devised 

and carried out in order to demonstrate that the large difference in the damping 

values obtained from the differpnt measurpment methodologies was caused by fre­

quency shifting. Instead of performing a long-time averaging process to estimate the 

natural frequency (3 minutes, 100 averages), a series of short one-average samples 

was recorded (4 seconds per average). To be able to verify the repeatability of this 

results, two independent experiments were performed using this methodology, tak­

ing 100 and 200 samples respectively in each experiment. Four void fractions were 

studied, corresponding to the bubbly, transitional (bubbly-intermittent), intermittent 

and dispersed flow regimes. The frequency distributions corresponding to each ex­

periment are shown in Figures 4.11 and 4.12 in the form of histograms. Both figures 

show the number of counts at a specific frequency plotted over the natural frequency 

bandwidth in Hz. In Figure 4.11, it is seen that the mean tube natural frequency 

increases from 45.5 Hz to 47.8 Hz as the void fraction increases, which is expected 

since added mass reduces with increasing void fraction. Interestingly, the standard 

deviation of the frequency results reduces as the flow goes from bubbly to dispersE'd. 

For void fractions of 26 and 41 %, which correspond to the bubbly flow regime, the 

standard deviation is similar (0.67 Hz), and much higher than for intermittent flow 

(void fraction of 58%, (J = 0.40) or dispersed flow (74%, 0.23). It is clear that as 

the void fraction increases, the frequency shifting phenomenon reduces its intensity, 
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going from about ±2.0 Hz in bubbly flow to ±0.5 Hz in dispersed flow (4.40% to 

l.01 % of the corresponding natural frequencies respectively). In Figure 4.12, which 

provides the histogram for 200 samples, the same trends are observed. The values of 

the mean natural frequencies are a little different due to the slightly different void 

fractions used. The standard deviation for each flow regime also agree well with the 

results of the previous experiment using 100 samples. 

The results of the experiments show clearly that, at low void fractions, significant 

frequency shifting occurs. Thus, the frequency response curve fitted to long time aver­

aged spectra will exhibit an artificially widened half-power bandwidth and, therefore, 

an exaggerated measure of the damping. The exponential decay fitting approach does 

not suffer this deficiency and therefore provides a more accurate measure of damp­

ing at low void fractions. At higher void fractions, the frequency shifting reduces 

and the results from the two methods hecome similar. Note that even after the flow 

has departed from the bubbly regime, the half-power bandwidth results are always 

slightly above the exponential fitting results. This agrees with previous results pre­

sented by Janll,en et a1. (200.5) and Chandler (2005), who have found systematic small 

differences between the methods, not related to frequency shifting. The half-power 

bandwidth method systematically gives slightly larger values of damping ratio than 

the logarithmic decrement approach. 

4.6 Damping and Mass Flux 
Previous research carried out by Carlucci (1980) and Carlucci and Brown (1983) 

explored the relationship between the flmv velocity (mass flux) and two-phase damp­

ing. Although they concluded that the flow velocity had littk, effect on the damping 

ratio, the experimental set-up they used was not a tube bundle ill cross-flow, but 

a confinC'd array in axial flow. Pettigrew C't a1. (1989a) also evaluated the effect of 

mass flux on damping, concluding that it was not dominant away from the fluide­

lastic stability threshold, and for this reason was not a significant parameter in the 
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formulation of damping in two-phase flow. The results presented by Pettigrew ct al. 

(1989a) were obtained from experiments carried out using a normal-square tube bUll­

dIe. In order to investigate the relationship between two-phase flow damping and 

mass flux, iso-contours of the total damping ratio have been plotted by using the 

data obtained from the exponential fitting method on a grid of RAD void fraction 

and pitch mass flux (see Figure 4.13). The mass flux seems to have little influence 

on the total damping ratio for void fractions lower than 15% and higher than 60%. 

However, between 15 and 60% of void fraction, the damping ratio is clearly dependant 

on mass flux, with a maximum located near 250 kg/m2s. This range of void contains 

part of hath the bubbly and intermittent flow regimes, including the transition, where 

the maximum damping ratio should occur according to the present results (see Fig­

ure 4.3). Interestingly. a very similar behaviour was observed by Baj and de Langre 

(2003) when they plotted two-phase damping as a function of reduced velocity for 

different void fractions, as shown in Figure 2.21. It can be seen from the Baj and de 

Langre (2003) experiments that the maximum damping ratio increases as we increase 

the void fraction, and this effect seem to he less important at low voids. Feenstra 

(2000) also reported similar results, especially for HEM void fractions lower than 80% 

(approximately 55-60% in terms of RAD void). 

The results ohtained in this research show that the assumption that damping is 

independent of mass flux is not valid. In two-phase flows, the mass flux, void fraction 

and possibly other fluid properties have a strong effect on the flow regime transition, 

which also seems to affect the damping, as seen in Figure .f.3. 

4.7 Dimensional Analysis of Damping 
vVith the objective of investigating a scaling relationship for the damping present 

in the system in terms of the two-phase flow parameters, a dimensional analysis was 

carried out for the damping ratio. As a first step, the total damping ratio in a tube 
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bundle was assumed to be a function of the following flow variables: 

( = ((a, S, Gp , lil, Ptp, /lp, P, D, (/, g), ( 4.4) 

where S it; the t;lip ratio (UgIUl ), Gp is the lIlass flux, (/ is the surface tension, /lp 

is the density diffenmce between the liquid and gas phases, P is the array pitch, D is 

the tube diameter and 9 it; the gravitational acceleration. The resulting diment;ioll­

less parameters were combined and rearranged to reduce its number, obtaining the 

following groupt;: 

ITI lif el Re = Cap = PIUgsl (/ 

IT2 PID 

IT:3 .J I FI' = v~- Dg 

IT! /lpi Ptp ( 4.5) 

IT5 a 

ITc S. 

In equation 4.5, Cap is the Capillary number, the ratio of the Weber number to the 

Reynolds number. The mass flux Gp has been substituted by the superficial velocity 

of the gas phase. The other paranwters are the Fronde number (Fr), the d0n:sity 

ratio 6pI Ptp' the pitch ratio PI D, the slip ratio S and the void fraction a, which 

were originally dimensionless. The Capillary number has a special significance in two­

phase flow across tube bundles. It was first introduced by Feenstra (2000) in order 

to calculate the slip ratio and determine void fraction. In Feenstra's void fraction 

model, the Capillary number represents the ratio of viscous forces to surface tension 

(interfacial) forces, which affect the development and transition between flow regimes. 

Vve know that surface tension has a strong influence on two-phase damping Pettigrew 

and Knowles (1997) and, as the liquid phase carries much of the flow momentum, the 

liquid viscosity was included instead of using a two-phase value. The viscosity of the 
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liquid is also relevant in vertical-upwards two-phase flow because it affects the degree 

of coalescence of tIl(' bubbles, playing an important role in flow regime transition. 

Since Feenstra's void fraction model has proven to be very effective in reproducing the 

behaviour of two-phase mixtures (Consolini et al., 2006), both for single-component 

(steam-water mixture, refrigerants) and two-component flows (air-water), it secms 

reasonable to assume that the use of the Capillary number will allow us to capture 

some of the physics involved. In this study, the viscosity of the liquid phase and the 

surface tension were determined based on the temperature of the mixture, measured 

just upstream of the tube bundle. The superficial velocity of the gas was calculated 

as 
u _ .TGp 

gs - Pq 

where :r is the thermodynamic quality and Pg is the density of the gas phase. 

4.8 Interfacial Damping and Flow Regime 

( 4.6) 

The two-phase damping (in this case defined as (tp = (T - (s, equation 4.1) can 

be combined with the Capillary number as a normalization parameter, since this 

has proven to be a useful scaling parameter for two-phase flows. Figure 4.14 shows 

the combination of the t\vo-phase damping ratio and the Capillary number versus 

the RAD void fraction for ;'\11 the mass fluxes studied. This normalized damping is 

called here Interfacial Damping (C = (tpCap = (tpl1l~9S) due tu its dependence on 

surface tension, an interfacial property. As indicated above, the flow regimes were 

determincd based on the flow regime map proposed by Ulbrich and 1Iewes (1994) and 

corroborated by visual observation. These transitions are not sharp. Additionally. at 

different mass fluxes, the transition between flow regimes will not occur at the same 

void fraction. \Vith this in mind, an estimated range of transition is indicated in 

Figure 4.14 by using shaded bands. 

For the first time is it shown clearly how flow regime affects the damping. For the 

bubbly flow regime, we can observe a remarkable collapse of the damping data, even 
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when the recent experiments described in section 4.6 and Figure 4.13 have shown that 

damping is dq)Cndent on mass flux for a certain range of void fractions. After the two­

phase flow becomes intermittent, the trend becomes less apparent, ,vhile for dispersed 

fiows the collapse is improved. The large scatter observed during the intermittent 

flow regime is undoubtedly due to the flow instability, which is characterized by large 

random spatial and temporal changes in local void fraction. On the other hand, the 

good agreement observed in the bubbly and dispersed flow regimes suggests that the 

Capillary number is successfully scaling the physical phenomenon causing damping 

in these flow regimes. 

\\lith the objective of extracting more information from this particular plot, a 

statistical procedure known as LOESS (locally weighted polynomial regression) was 

implemented. A detailed explanation of this procedure is presented in Appendix D. 

T'he LOESS procedure is especially useful to find trends in large clouds of data points 

(Cleveland, 1994). The result is shown by the solid line in Figure 4.15. As mentioned 

above, the trend is clear for bubbly and dispersed flows. For the intermittent flow 

regime, the interfacial damping parameter is hugely scattered, but not strongly de­

pendent on the void fraction. At this stage, the damping is diminishing due to the 

reduction in the averaged density of the mixture, as well as the reduction in interfacial 

surface area due to void coalescence. At the same time, the superficial gas velocity is 

increasing, and these ('ffects appar('ntly tend to offset one another in the intermittent 

flow regime. In the dispersed flow region, the flow is more steady, the interfacial area 

is substantially reduced as is the averaged fluid density and the fluidelastic forces are 

increasing. 

Since Figure 4.15 shows a dear relationship between damping and flow regime, 

it was decided to fit functions to the smoothed lines obtaincd from the LOESS. 

The fitting curve is different for each flow regime, as shown in Figure 4.16. For 

bubbly flows, a quadratic function is used, while the intermittent flow regime was 

approxima.ted using a straight line. The dispertied flow is approximated by a third 
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order polynomial. The functions obtained were 

0.160:2 + 0.0150:, 

0.045, 

-3.02(0: - 1)3 + 3.5LrlO-4
, 

o ::; 0: < 0.45 (Bubbly) 

0.45 ::; 0: < 0.75 (Intermittent) (4.7) 

0.75::; Q ::; 1 (Dispersed). 

In previous studies (Pettigrew et al. (1989a), Pettigrew and Taylor (1994)) it \vas 

observed that the normalized two-phase damping varied linearly with the void fraction 

between 0 and 45%. In the present data, the relationship is quadratic for the same 

range of void fraction. This is explained in part by the parameters used in the 

normalization of two-phase damping. The normalized damping presented in this 

study is based primarily on the superficial gas velocity, which is a direct function of 

the density of the mixture. The relationship between density and void fraction is 

nonlinear, especially for low values of void fraction. It is thought that the pre:sent 

plot of damping versus void fraction represents a substantial improvement over the 

traditionally used plots (Figures 2.17, 2.18). This is because the RAD void fraction 

better represents the actual void fraction than the HEM, the present normalization 

procedure appears to Letter capture the physics by including the surface tension and 

viscosity, and the distinct effects of flow regime are accounted for. 

4.9 Discussion 
A set of E'xlwriments was conducted to study the effect of the measurement method­

ology and the influence of tVv'o-phase parallleters on the two-phase damping ratio. Pre­

vious studies carried out in single phase media (Chandler, 2005; J amen et al., 2005) 

have shown that the damping results can Le affected by the measurement method 

and the postprocessing techniques. In the present study, three different methods were 

investigated based on the same experiments: the traditionally used half-power band­

width method, the logarithmic decrement method alld an exponential fitting to the 
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decay trace of the tube. Due to the unsteady nature of two-phase flow and its impact 

on the tube response, the implementation of the logarithmic decrement method using 

vibration peak amplitudes produced mnch more scattered results than the exponen­

tial fitting to the de\'ay trace. Consequently, only the latter was compared against 

the half-power bandwidth method. 

For all three methods, the dynamic system was considered linear and of a single 

degree of freedom. However, the use of the half-power bandwidth method relies on 

the frequency response of the tube, requiring that the flow excitation be broadband 

random near the natural frequency of the the tube, as well as steady and ergodic. 

In two-phase flow across tube arrays, especially when the density of the media is 

high (low void fraction region), the hydrodynamic mas:::> changes are more intense 

due to the presence of the neighbouring tubes. This behaviour has been observed 

and acknowledged by Pettigrew et a1. (1989a) and Pettigrew and Taylor (1994). In 

tube bundles with a single flexible tube, the influence of th(' neighbouring tubes is 

minimized, but the effects of tube motion relative to its neighbours and local void 

changes still exist. Figure 4.9 shows the difference hetween the results based on the 

half-power and exponential fitting methods. It is evident that, for low void fractions 

predominantly in the bubbly flow regime, the half-power bandwidth method gives 

much higher value:::> of the damping ratio. This behaviour persists at higher void 

fractions, but the difference in results becomes quite small. 

It was postulated that the primary reason for the half-power method's much higher 

estimates of the damping ratio was the frequency shifting caused by added mass 

fluctuations. Since the density of the media is constantly changing around the tubes, 

the natural frequency of the monitored tube will shift accordingly, artificially widening 

the peak observed in the averaged frequency response spectra. In order to quantify 

these effects, an experiment was devised in which the averaging time was reduced and 

a large number of samples was recorded for selected void fractions. The results shown 

in Figures 4.11 and 4.12 prove that the frequency shifting is a fUIlction of void fraction, 

and the effect minimizes as the void fraction is increased. Figure 4.10 illustrates the 
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same phenomenon by using the hydrodynamic mass ratio as an indicator. At low 

void fractions, the dependence of hydrodynamics mass ratio on the void fraction is 

strong, but as the void increases, the hydrodynamic mass ratio stabilizes. The author 

believes that, at high void fractions, tube vibration produces a vapour film around 

the tube, preventing it from "sensing" the small local changes of the density. 

Based on the damping results obtained using the exponential fitting to the decay 

traces, the effect of flow velocity (mass flux) on the damping ratio was evaluated by 

plotting iso-contours of damping on a grid of RAD void fraction and pitch mass flux 

(Figure 4.13). Although previous studies concluded that the mass flux had little or 

no effect on the damping ratio (Carlucci, 1980; Carlucci and Brown, 1983; Pettigrew 

et a1., 1989a) it is shown that the effect of mass flux is strong for a range of void 

fraction between 1.5 and 60%. The mass flux seems to have little influence on the 

total damping ratio for void fractions lower than 15% and higher than 60%. Similar 

behaviour have been observed by Feenstra (2000) and Baj and de Langre (2003). The 

present results shm'll that damping is not independent of mass flux, and therefore, valid 

clamping measures should not be obtained or compared using such an assumption. 

A dimensional analysis was applied to the two-phase damping with the objective 

of investigating the relationship between the latter and two-phase flow related param­

eters. As a result, the inclusion of surface tension in the form of the Capillary number 

appears to be useful when combined with the two-phase component of the damping 

ratio (interfacial damping). However, it is important to note that this concept has not 

truly lwen tested in thes(' experiments hecause some fluid properties do not change 

much (liquid viscosity, surface tension, density of liquid and gas phases). Further 

research is necessary to properly evaluate this approach. Figure 4.14 demonstrates 

for the first time a strong dependence of damping on flow regime. vVhen the data 

is smoothed by using statistical analysis (Figure 4.15), the change of the interfacial 

damping as a function of flow regime becomes more evident. At Imv void fractions 

(bubbly flows), the collapse of the damping data is very good. even when different 

mass fluxes have been plotted at the same time. In the dispersed flmv region, a similar 
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behaviour is observed. Notably, in the intermittent flow regime the damping data is 

highly scattered dlle to unstable flow and the random temporal and spatial local void 

fluctuations. Overall, it appears that for intermittent flows the interfacial damping 

does not show a clear dependence on void fraction. This analysis has shown a clear 

variation of damping with flow regime, introducing an improvement over the previ­

ous results (Figure 2.18) which do not include the effects of flow regime and do not 

properly account for void fraction and the physical parameters governing two-phase 

flows. 
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Table 4.1. Comparison between the transitional void fractions between bubbly and 
mter-mittent flow obtained from the Ulbrich and l\Iewes (1994) flow regime 
map and visual observation. 

~lass Flux (kgj rn2s) Void - Map (%) Void - Visual (%) 
100 49.3 49 
150 41.8 42 
200 37.5 38 
250 40.4 46 
300 42.5 43 
350 43.4 47 
400 44.9 45 
450 52.3 43 
500 59.3 40 

Table 4.2. Comparison between the transitional void fractions betweeninteTmittent 
and dispeTsed flow obtained from the Ulbrich and .Mewes (1994) flow 
regime map and visual observation. 

~lass Flux (kgjm2s) 
100 
150 
200 
250 

Void - Map (%) 
80.8 
83.3 
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Void - Visual (%) 
80 
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CHAPTER 5 

Fluidelastic Instability Analysis 

In this Chapter, the experimental results from test series B are presented and the 

parameters used for modelling fluidelastic instability in two-phase flows are presented 

and discussed. The tube response amplitude is plotted as a function of flow velocity, 

using the interfacial velocity and the RAD and HEM pitch velocities, allowing for the 

comparison between these velocity models. The data is then plotted on a stability 

map, in order to evaluate the effect of using the in-flow damping calculated from 

the exponential fitting to the' dpcFl.y trace. The inclusion of t he flow regime effects is 

attempted by using a term representing the energy dissipation for each flow regime. 

The stagnant fluid damping is also used for plotting the fluidelastic data. This ap­

proach, applied to the retmlts obtained on a parallel triangular array, is generalized 

to the norlllal triallgular, normal squared alld rotated squared configurations. 



Ph.D. Thesis - J. E. Moran Me'\faster - '\fechanical Engineering 

5.1 Critical Velocity Results for the Fully-Flexible 

Tube Bundle 
As mentioned in Chapter 3, the two-phase flow loop was modified to increase the 

maximum void fraction obtainable during the experiments. The heat flux transferred 

to the Freon was taken from 19.2 to 46 kW, producing RAD void fractions up to 

92% for a pitch mass flux of 100 kg/m2s. m1lch higher than the previous maximum of 

65% obtainable by Feenstra (2000) and Feenstra et al. (2003). Since the maximum 

possible void fraction has been substantially increased, the flow velocity is also much 

higher, going from 1 m/s to more than.) mls at a lIlass flux of 100 kgjm2s (HEM 

pitch velocities). 

For tests series B, a total of 10 experiments were carried out, varying the mass flux 

from 100 to 500 kg/m2s in steps of 50 kgjm2s and including an additional experiment 

at 77 kgjm2s. For each experiment, the mass flux was set using the velocity control of 

the main pump. Then. for each trial, the heat transferred to the fluid was increased 

to change the void fraction. The temperatures along the flow loop were constantly 

monitored, in order to establish that the flow was steady before data acquisition 

commenced. For each trial, the averaged frequency spectrum of the monitored tube 

was recorded, providing the frequency and amplitude information reqnired for the 

fluidelastic analysis. At the same time, the gamma densitometer was utilized to 

capture the RAD void fraction upstream of the tube array. Based on the measured 

void fraction, the flovv density. the HE'\I and RAD pitch wlocities and the Interfacial 

velocity were calculated. The RAD pitch velocity is dpfined as 

(5.1 ) 

where Prad is the two-phase flow density based on the RAD void fraction (see equation 

2.17). The HEM and the Interfacial velocities were computed using equations 2.21 

and 2.23. presented in Chapter 2. After the data is acquired, the void fraction is 
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increased using the heaters. and the process is repeated until high amplitude tube 

vibratiolls are observed. 

Figure 5.1 shows the RMS amplitude of the monitored tube (as a percentage 

of tube diameter) versus the HE}'1 pitch velocity for a mass flux of 100 kg/m:ts. 

The solid circles represent the tube response in the direction transverse to the flow, 

whereas the empty circles show the tube response in the streamwise direction. For 

low flmv velocities, turbulence buffeting produces slllall amplitude oscillations that 

vary approximately linearly with velocity. When the stability thret-ihold is reached, 

the ret-iponse of the tube suddenly changes, steadily increasing its amplitude for small 

increments of velocity. The determination of the critical velocity is carried out by 

fitting smooth curves or lines to the pre-instability and post-instability regions, as 

shown in Figure .5.1. The stability threshold is taken at the intersection between the 

curve fittings, and is indicated by a vertical line marked "critical velocity" . 

A summary of such curves for different mass fluxes is presented in Figure 5.2. 

In this Figure, only six of the ten experiments arc shown for the sake of brevity. 

However, mass fiuxE's representing the lowest, medium and highest values studied have 

been included. As with Figure 5.1, the vertical lines indicate the estimated location 

of the critical velocity, determined by using the methodology described above. In 

some cases, the determination of the critical velocity requires some judgement. as 

shown in Figure 5.2 for a mass fiux of 300 kg/m2s. Here, the tube response does not 

exhibit such a clear slope change. Thus, the critical velocity is taken immediately 

after the amplitude starts increasing, to ensure a conservative estimate of the stability 

threshold. In general, the critical velocity is well defined for the range of mass fluxes 

studied. 

It can be seen that the effect of increasing the mass fiux from 77 to 150 kg/m~s is 

to increase the critical velocity slightly, then generally decrease it for further increase 

in mass, similar to the results presented by Feenstra (2000) and Feenstra ct al. (2002). 

From a physical point of view, having a lower fiuidelastic threshold at higher mass 

fluxes is a consequence of the density of the mixture. As the mass flux increases, 
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the void fraction observed at the critical velocity will be lower, because for the same 

hC'at fiux transferred to the fiuia, the larger mass fiuxes hiwe the lower void fractions 

(see Table 5.1). In addition, the inertial effects of the predominant liquid phase 

arc stronger than for the case of gases, caw'ling the fiuidelastic threshold to occur 

earlier than for low mass fiuxes. It is also important to consider the hydrodynamic 

coupling between the tubes, which becomes a key factor in predominantly liquid fiows, 

producing a lower fiuidelastic threshold. The differeuce betwcen the displacements 

in the transverse and strearnwise directions is not very important for the mass fiuxes 

studied, except at the stability threshold, where the transverse amplitude increases 

more rapidly. This trend agrees with previous results presented by Pettigrew et a1. 

(1989b), Feenstra et a1. (1995) and Feenstra et a1. (2002). 

These results are re-plotted using the pitch velocity computed from the RAD 

measurements and are shown in Figure 5.3. It is seen that the trend indicated is 

opposite to the results shown in Figure 5.2. In this case, the critical velocity seems to 

increase as the mass fiux increases. The reason is that the HAD void fraction is much 

lower than the predictions of the homogeneous model, resulting in a higher two-phase 

effective density. This result can also be explained from the perspective of the void 

fraction. As the critical void fraction increases, the critical RAD pitch velocity is 

lower. The consequence of this result is observed in Figure 2.8, where the reduced 

velocity decreases dramatically as we increase the void fraction (move from the liquid 

to the gas region). A similar behaviour has been observed by Feenstra (2000) when 

the reduced velocity plotted in a stability map was calculated using the equivalent 

velocity, as seen in Figure 2.9b. 

The interfacial velocity introduced by Nakamura et a1. (2000) behaves similarly 

to the HEl\1 pitch velocity in terms of the trend in fiuiclelastic stability threshold 

versus mass fiux, in the sense that for higher mass fluxes the critical velocity is 

lower (Figure 5.4). However, the interfacial velocity takes into account the buoyancy 

effects and the geometric configuration of the tube bundle, which are neglected or 

simply not considered in the Homogeneous Equilibrium ::Vlode1. The trend indicates 
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that the critical velocity increases with void fraction, as is observed in any single­

phase stability lllap when we go from the liquid (low mass-damping parameter) to 

the gas (high mass-damping parameter) zones. The interfacial velocity results seem 

to provide the expected trend in stability behaviour over the transition from liquid 

to gas flows. Hence, the interfacial velocity will be used for plotting and comparing 

the fluidelastic results obtainf'd in this research. A summary of the HEyI, RAD and 

Interfacial critical velocities and void fractions is presented in Table 5.1. 

5.1.1 Comparison with Single-Flexible 'lUbe in Rigid Array 

Figure 5.5 shows the comparison between the amplitude response of the monitored 

tube in the single-flexible and fully-flexible tube arrays for 100, 250 and 500 kg/m2s. 

As the lllass flux increases, the dynamic behaviour of the tube bundle is different. 

For 100 kg/m2s. both arrays become unstable at nearly the same' interfacial velocity. 

This results agree with the re:search of Lever and ·Weaver (1986a), which found that 

for parallel triangular arrays subjected to air flow, the stability threshold was nearly 

the saIlle for single and fully flexible arrays. For the other two mass fluxes shown 

(250 and 500 kg/m2s) the fully flexible bundle dearly became unstahlf-, earliC'r than 

the single-flexible array. As the mass flux increases the void fraction at instability 

is lower, and it appe'ars that the mechanism of flnidelRstic instabilit:v becomes more 

dominated by the fluid stiffness, that is, the motion of the neighbouring tubes has an 

effect on the fluiddnstic forces. This phenomenon was also ohserved by Scott (1987). 

who performed experiments using several tube bundle configurations subjected to 

watN flows. For the case of parallel-triangle tube arrays. he investigated two P /D 

ratios: l.:375 and l.730. He observed that the single-flexible bundle had a higher 

flllidelastic instability threshold than the fully flexible tube bundle. However, the 

difference in critical velocities was a function of the tube spacing, being larger for the 

larger spaci llg (1. 73) . 

The magnitude of the turbulence buffeting seems to increase slightly as we increase 

the mass flux. This is expected, since the forces applied by the flow Rre a function of 

132 



Ph.D. Thesis - J. E. Moran J\1c:\1astcr - ::\1echanical Engineering 

the momentulll of the liquid phase. For each of the mass fluxes studied, the turbulence 

buffeting results of both the singh' and fnlly flexible arrays are very similar, supporting 

the suitability of our use of the single-flexible results for damping data. 

5.2 Fluidelastic Instability Results 
Due to the modifications performed to the flow loop, new critical velocity data at 

higher void fractions was gathered during test series B. As a first step, these values 

were compared to previously published results by using the traditional approach for 

calculating the reduced velocity and mass-damping parameter. This implies that the 

Homogeneous Equilibrium l\Iodcl was used to compute the flow density and velocity. 

In addition, the damping ratio was determined based on the half-power bandwidth 

method and taken at half the critical mass flux, as suggested by Pettigrew et a1. 

(19S9a) and Pettigrew and Taylor (2003a). Figure 5.6 illustrate::; this comparison. It 

can be observed that the present data agrees well with previously published results. 

For a given data set at 10\ver mass-damping parameter values. the reduced velocity 

increases with the mass-damping parameter, and the trend is similar to the prediction 

of Connors' equation for a value of J( equal to 3.0. The range of mass-damping 

parameters investigated goes up to 12. indicating a void fraction much higher than 

the majority of the previous studies using two-phase single-component fluids. 

One of the features observed in Figure 5.6 is that as the void increases, the critical 

reduced velocity seems to dC'crease, deviating from the behaviour suggested by Con­

nors' model (also see Figure 2.8). As the void fraction increases, its density reduces, 

increasing the value of the lllas::;-clamping parameter. If fluid density were the only 

parameter being changed, one would expect a monotonic increase of critical reduced 

velocity with increa::;ing mas::;-damping parameter. Surprisingly,the oppo::;ite trend is 

ohserved, shown by the arrows in Figure 5.6. This behaviour is still unexplained 

and has been attributed to flow regime affects, more particularly, the consequence of 

intermittent flows. It is this nnexplaiIlf'cl hehaviour which rnotivated the flow loop 
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modifications in the present study to achieve higher void fractionl:;' The observed 

trend dovl'llward with increasillg void fraction must ultimately reverse its direction 

to approach the data for gas flmvs at very high void fractions. However, the fluide­

lastic data obtained in this research shows the same trend as the previous results, 

even when the fluidelastic instability was observed in dispersed flows for four of the 

ten experiments. It can be concluded that there must be a problem with the trend 

exhibited by the results, and this may be a consequence of the choice of parameters 

used to characteriz;e the phenomenon. 

Figure 5.7 shows the stability map produced using the damping value obtained 

by the expoIl('ntial fitting method rather than the half-power bandwidth method. 

In this case, two separate clusters of data points are observed. The lower cluster 

represents the experiments where the instability took place in the intermittent flow 

regime. As ill the previous figure, the reduced velocity decrease slightly as the void 

fraction increases. The data points representing the upper cluster correspond to 

the experiments where the fluidelastic instability occurred in dispersed flow. Since 

for dispersed flows the density of the mixture is low compared to intermittent and 

bubbly flows, the data is much closer to the gas region of the stability map as expected. 

Although there appears to be a slight improvement in this plot over Figure 5.6, the 

results obt ained in the fluidelastic analysis are very similar, because the differences 

between the exponential fitting and half-power methods are significant primaril~' at 

low void fractions (bubbly flow). 

The stability results can also be plotted based on the RAD void fraction (see 

Figure ,5.8). In this case, both the pitch velocity and the two-phase density were 

calculated using the gamma densitometer mea::mrements. The HEM density data 

reported by Pettigrew et a1. (1989b, 1995) and Axisa et a1. (1988) was converted into 

a more realistic density value by using the void fraction model introduced by Feenstra 

(2000). The iterative process required to carry out this conversion has been explained 

in detail in Feenstra (2000) and Feenstra et al. (2002). For this particular choice of 

parameters, the fluidelastic data does not indicate a progressive change from liquid to 
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gas, and neither does it follow the trend indicated by Connors equation. A reasonable 

data collapse is achieved, but the downward trend with increasillg mass-damping 

parameter cannot be correct. This observation suggests that the pitch velocity based 

on the RAD density may not be appropriate to capture of fluidelastic instability 

phenomenon. 

If the interfacial velocity is used to compute the reduced velocity and the RAD 

density is taken for calculating the mass-damping parameter, the data collapses as 

seen in Figure 5.9. This collapse is mainly due to the implementation of the measured 

void fraction as the HEl\I significantly over-predicts the actual void fraction. In 

addition, the results seems to follow Connors prediction for K = 3.0, coinciding with 

the behaviour observed by Feenstra et a1. (2003). The latter also observed that the 

flow velocity determined by this model showed close agreement with that of the HEM. 

The definition of interfacial velocity proposed by Nakamura et aI. (2000) is given by 

The superficial velocities Ugs and Ulb are defined according to the equations: 

U 
_ :rGp 

g8 -
. Pg 

U
I8 

= (1 - x)Gp 

PI 

Substituting equations 5.3 into 5.2, we have 

Simplifying, 

(5.2) 

(5.:3) 

(5.4) 

(5.5) 

According to the Homogeneous Equilibrium Model, the two-phase density can be 
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calculated as 
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(.r 1 - .r)-l 
PH= -+--

p'q PI 
(5.6) 

(5.7) 

In equations 5.2 to 5.7, De is an effective diameter calculated as 2(P - D), and 9 

is the gravitational acceleration. Based on equation 5.7, it is clear that the interfacial 

velocity is 1-1. function of the HEM pitch velocity T';. However, it incorporates two 

additional terms: one coefficient that varies depending on the tube array geometric 

configuration (C), and a buoyancy term that reflects the density difference between 

the liquid and gas phases. When used in the stability map, this approach removes the 

apparent change in stability behaviour seen in the conventional HEM analysis when 

the flow regime changes from bubbly to intermittent, where the reduced velocity 

seem to diminish when the mass-damping parameter increases (see Figures 5.6 and 

5.8). The author believes that the inclusion of the buoyancy and bundle geometry 

effects into the determination of flow velocity introduces physical parameters that are 

relevant in the fluidelastic phenomena and were not considered in the past. 

The interfacial clamping discussed in Chapter 4 was also used to plot the fluidelastic 

data. Based on the void fraetion observed at the critical velocity, the interfacial 

damping was calculated using equations 4.7 and then utilized to determine the mass­

damping parameter (Figure 5.10). The data for intermittent flow shows the same 

downward trend seen in a number of the cases considered about. On the other 

hand, the data for dispersed flow has the opposite trend and shows increasing crit.ical 

reduced velocity with increasing void fraction. This peculiar behaviour is the result 

of the significant reduction in damping observed for high void fractions, suggesting 

that interfacial damping is not a suitable scaling parameter for fluidelastic instability. 

If the mechanism of fluidelastic instability is considered to be the same for sin­

gle and two-phase flows as discussed with de Langre (2006), the data is expected to 

proceed smoothly from the critical velocities in liquids (void fraction equal to zero) 
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to those in gases (void fmction equal to 1). Thus, there is a need for better param­

pter definitions to characterize fllliddastic instability in two-phase flows, based on 

improved value:s for density, velocity and damping. 

5.3 Proposed Approach for Fluidelastic Instability 

Analysis 
Even though the measured values of void fraction, damping, and the calculation of 

flow velocity have been improved in this research, the trends observed in the stability 

maps still do not reflect the expected smooth transition from liquid to vapour. How­

ever, the RAD void fraction and interfacial velocity seem to introduce a considerable 

improvement over thp HE:Y! density and pitch velocity. 

On the other hand, the values of damping used for fluidelastic allalysis should be 

seriously questioned. It is clear from Baj and de Langre (200:3) and Weaver and El­

Kashlan (l981a) that the net damping must be zero at the critical velocity. Thus, it 

appcars logical that all damping due to the flowing fluid should be neglected in the 

parameters characterizing fluiclelastic instability. Therefore, only the total dalllPing 

with no-flow represents a logical measure of the energy dissipation which must be 

overcome by the flow effects in order to produce fluidelastic illstability. 

An logical alternative to the use ofthe in-flow damping is the in-vacuo or structural 

damping, since it is the only component of system damping that must be overcome 

to produce fluidelastic instability. Typically, damping in air is very small compared 

to the structural damping, so that the damping in air is not sigllificantly different 

from that in-vacuo. In single-phase flows, the damping in air has been used to plot 

fluidelastic data for hoth liqui(l and gas flows ('Veaver and Fitzpatrick, 1988). How­

evpr, it would be logical to use the total damping measured in no-flow condition as ct, 

measure of the energy dissipation in the system which must be overcome by the flow 

to produce instability. In two-phasp flows, measurement of no-flow damping would 

appear impossihle because of buoyancy of the gas phase. However, Baj and de Langrc 
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(2003) extrapolated damping data, plotted as a functioll of flow velocity, back to the 

zero flow datum, and such an approach seems reasonable. IT nfortunately, such data 

does not exist for the present study and it was decided that, in the absence of reliable 

no-fiow damping data, a consClTative estimate would be the damping measured in 

vapour with no flows. 

If the structural damping (in vapour) is used for the calculation of the mass­

damping parameter, the result is the stability map shown in Figure 5.11, \vhere 

single-phase data has also been plotted. In this figure, the reduced velocity has been 

calculated using the pitch velocity for single-phase data and the interfacial velocity 

for the two-phase results. As in previous figures, the density of the two-phase data 

taken from previous studies based on HEM have been corrected based on Feenstra's 

void fraction model. By using this approach, the two-phase data is collapsed much 

better than with the traditioll<il in-flow approach. As the void fraction is increasE'd, 

this change produces a larger value of the mass-clamping parameter, due to the re­

duction in flow density. However, the structural compollent of damping is very small 

if compared with the totaJ damping measured in two-phase flows. For this research, 

the maximum damping observed was 2.1 %, while the structural damping of the mOll­

itored tube was 0.09%, only 4% of the maximum total damping when subjected to 

two-phase flow. 

When the tubes are surrounded by liquid, the viscous damping observed when the 

flow velocity is zero is generally much larger than the structural component. The 

total damping in the system at this point is very similar to the viscous component 

alone. For the case oftubes surrounded by air, the viscous damping is vcry small, and 

the total damping can be considered as equal to the structural damping. Based on 

these ideas, it was decided to use the damping in quiescent fiuid as the reference value 

for fluidelastic instability analysis. This means that for results in air (or vapour), the 

damping in-air was used to calculate the mass-damping parameter. For two-phase and 

liquid data, the damping in stagnant pure liquid was utilized. The in-flow damping 

was not used because of the lack of data, as stated above. Figure 5.12 shows how 

138 



Ph.D. Thesis - J. E. Moran l\k~laster - :YIechanical Engineering 

this approach collapses the two-phase data and shows a progressive transition from 

the liquid to the gas data. The use of the higher value of clamping for the liquid 

and two-phase results have shifted these to the right on the' stability map. Thus, 

the two-phase data follows the design guidelines proposed by Weaver and Fitzpatrick 

(1988) for single-phase flows very well. If it is accepted that the basic mechanism of 

fluiddastic instability is the same in single and two-phase flows, then it appears that 

the choice of proper scaling parameters is a crucial factor to developing a reliable 

stability map. 

This last combination of parameters seems to be the best for producing the ex­

pected behaviour in transition from liquid to gas flows. Arguably, these parameters 

must also best capture the physics involved. The use of the RAD density, interfacial 

velocity and quiescent-fluid damping collapses the available data well and provides the 

expected trend of two-phase flow stability data over the void fraction range from liq­

uid to gas fiows. The resulting stability map represents a significant improvement for 

predicting fluidelastic instability of tube bundles in two-phase flows. This result also 

tends to confirm the hypothesis that the basic mechanism of flnidelastic instability is 

the same for single and two-phase flows. 

5.3.1 Generalization to Other Tube Array Geometries 

This approach can be applied to the other tube array geometries, as shown m 

Figure G.13. For these figures, the reduced velocity is based on the pitch velocity for 

the single-phase results and on the interfacial velocity for the two-phase data. The 

collapse observed for all the geometric configurations is evident, even when limited 

t\vo-phase data is available in some casf's. Again, the two-phase results follow the 

trend indicated for ~Weaver and Fitzpatrick (1988), showing a higher critical reduced 

velocity than the pure-liquid dat.a. 
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5.4 Discussion 
The fluidelastic stability threshold of the tube alTay used in this research, was 

determined for a range of mass fluxes in test series B. The relationship between the 

monitored tube amplitude and different flow wlocity models was presented and dis­

cussed. These models were the pitch velocities based on the HE.YI and RAD densities, 

and the interfacial velocity correlation introduced by Nakamura et a1. (2000). The 

interfacial velocity model was selected to represent the fluidelastic data in two-phase 

experiments, due to the inclusion of the tube array geometry and density ratio effects 

which does not ('xist for the pitch velocity approach. The single-flexible and fully­

flexible tube bundle responses were compared for various mass fluxes, showing that 

at higher void fractions (lower mass fluxes) the behaviour of both configurations is 

similar. At lower voids (larger mass fluxes), the hydrodynamic coupling canses the 

fully flexible array to become unstable earlier. 

The present results were plotted in a stability map by following the current design 

guidelines. These included using the half-power bandwidth method for the damping 

ratio, the Homogeneous Equilibrium 110del for the void fraction and flow velocity, 

and taking the damping at half the critical mass flux to calculate the mass-damping 

parameter. The results agreed with previously published data. However, the trends 

observed ill the stability maps were similar to those obtained ill the past by Pet­

tigrew et al. (19g9a) and Feenstra (2000), in the sense that the reduced velocity 

d('creased when the void fraction was increased. This effect has been attributed to 

intermittent flow regime effects, although it could be caused by the use of incorrect 

scaling parameters to represent two-phase flow fiuidelastic results. The use of the 

RAD pitch velocity does not introduce any improvements over tIl(' current analysis 

methodologies, exaggprating the effect described abow. 

The use of the interfacial velocity seems to collapse the two-phase data, and in­

troduces the tube bundle configuration and the effects of buoyancy. However, the 

fluidelastic data docs not clearly follow the expected trend from the liquid to the 

vapour critical values. 
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Since the net damping must he equal to zero whell the critical velocity is reached, 

is was decided that the in-flow damping values were not appropriate for correctly 

scaling the fluidelastic instability phenomenon. As an alternative, the structural 

damping was used for the calculation of the mass-damping parameter, as has been 

done by some authors in single-phase flows. Using this approach, the two-phase 

data collapsed much better than when using the traditional in-flow damping. As the 

void fraction is increased, this change produces a larger value of the mass-damping 

parameter, due to the reduction in flow density. Given that the structural component 

of damping is very small if compared with the total damping measured in two-phase 

flows, the damping in quiescent fluid was used as the reference value for fluiclelastic 

instability analysis. This means that for results in air, the damping in-air was used to 

calculate the mass-damping parameter. For two-phase and liquid data, the damping 

in stagnant liquid was utilized. This approach collapses the two-phase data and shows 

a progressive transition from the liquid to the gas results. The two-phase data follow 

the design guidelines proposed by Weaver and Fitzpatrick (1988) for single-phase 

flows, suggesting that the mechanism of fluidelastic instability is the same in single 

and two-phase flows, as suggested by de Laugre (2006) 
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CHAPTER 6 

Conclusions and Recommendations 

Flow-induced vibration experiments were conducted to study the response of a paral­

lel triangular tube array subjected to two-phase cr08s-floW8. In the nuclear industry, 

steam generators are particularly flensitive to flow-induced vibration problems, espe­

cially in locations where two-phase cross-flow occurs. Avoiding a potential failure is 

a serious concern in terms of cost and safety. 

The primary intent of this work was to improve our under8tanding of the physi­

cal mechaniflms that playa role in damping and fluidelastic instability ill two-phase 

flows. The cha,racteristic t1ll8teadiness of the latter makes this a very complex prob­

lem, influenced by a large number of parameters. In order to improve the estimated 

values of reduced vdocity and mass-damping paramrter us('d in stability maps, an 

experimental program was undertaken introducing a number of changes from the tra­

ditional approach in terms of nwasurement and data analysifl. Some of the current 

design guidelines developed for heat exchangers are based on simplified and rather 

inaccurate models. In this fltudy, we used a different approach to obtain more ac-
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curate estimates of void fradion, flow density, flow velocity and damping. A single­

component. mixture W()S us('cl as the working fluid, allowing for a better modelling of 

the real steam-water problem than air-water mixtures, due to its phase change capa­

bility. The void fraction, usually based on the HEy! model, was measured directly by 

using a gamma densitometer, eliminating tllP inaccuracie:::; introduced by the no-slip 

assumption. A new technique was developed and implemented to obtain more reliable 

damping estimates, minimizing the effect of the added mass fluctuation produced by 

the unsteady nature of the flow. The contributions to the current body of knowledge 

in the field of two-phase flow-induced vibrations in tube arrays that were produced 

by this experimental study, are summarized as follows: 

1. A new method was developed for improved and more reliable damping mea­

surements in two-phase flow across tube bundles. A pair of electromagnets was 

used to "pluck" the monitored tube from out:::;ide the te:::;t :::;ed,ion, allowing for 

the capturing of the decay trace response in a non-intrusive fashion. Damping 

was calculated using the logarithmic decremellt method and an exponential fit­

ting based on the tube decay response. The results were compared against the 

half-power bandwidth method, which uses the tube averaged frequency response 

spectrum to compute the damping ratio. The results show that the half-power 

method substantially over-predicts the damping for low void fractions (bubbly 

flows). It was demonstrated that the differences between the methods are caused 

by llatural frequency fluctuations, triggered by local void changes alld relative 

tube modes. The frequency shifting phenomenon was observed to be a function 

of void fraction, being stronger a.t low voids. At higher void fractions, where 

t.he flow regime'S are intermittent or dispersed, the fluid added mass effects arc 

not important, reducing the difference in results bet\veen the exponentia.l fitting 

and the half-power bandwidth method. 

2. The present results show that damping is not independellt of mass flux as previ­

ously assumed. Based on the damping results obtained by using the exponential 
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fitting to the decay trace, the effect of flow wlocity (mass flux) on the damping 

ratio was evaluat,erl by plotting iso-contours of damping on a grid of RAD void 

fraction and pitch mass flux. Although previous studies concluded that the 

mass flux had little or no effect on the damping ratio (Carlucci, 1980; Carlucci 

and Brown, 198:3; Pettigrew ct al., 1989a) it has been discovered that the effect 

of mass flux is strong for a range of void fraction between 15 and 60%. The mass 

flux seems to have little influence on the total damping ratio for void fractions 

lower than 15% and higher than 60%. Damping values based on the assumption 

that they are independent of mass flux may be significantly in error over the 

void fraction range from 15 to 60%. 

3. A dimensional analysis was carried out to investigate the relationship between 

damping and two-phase flow related parameters. It is shown that the inclusion 

of surface tension through the Capillary number appears to be useful when C0111-

bined with the two--phase component of the damping ratio (interfacial damping). 

A strong dependence of damping on flow regime has been dearly established 

by plotting the interfacial damping versus the void fraction. This is a distinct 

improvement over the previous approach, which does not distinguish the effects 

of flow regime. When the data is smoothed using statistical analysis, the change 

of the interf,1('ial clamping cIS a function of flow regime becomes more evident. 

At low void fractions (bubbly flmvs) , the collapse of the damping data over 

a range of void fractiolls and mass fluxes is very good. In the dispersed flow 

region, a similar hehaviour is observed. For the intermittellt flow regime, the 

clamping data is very scattered due to flow instability characterized by large 

random temporal ,md spatial local void fluctuations. However, it seems that for 

iutermittent flows the interfacial damping does not show a clear dependence on 

void fraction. 

4. An essential component in reliably establishing the velocity threshold for fluide­

lastic instahility, is a measure of the energy dissipation available in the system 

1.58 



- -~----------------------- --

Ph.D. Thesis - J. E. Moran IvId1aster - ::\1echanical Engineering 

to balance the {,llergy input from the flow. Traditionally. the damping measure 

used has been Lhe half-power bandwidth value obtained at half the critical mass 

flux. The present analysis argues that this is not an appropriate measure and 

demonstrates that the use of quiescent fluid damping provides a measure of the 

energy dissipation, which produces a much more logical trend in the stability 

behaviour . 

5. It is proposed that the interfacial velocity be used with the RAD density and 

quiescent fluid damping in the traditional parameters used to define the fluide­

lastic instability, i.e. reduced velocity and the mass-damping parameter. This 

approach collapses the available data well and provides the expected trend of 

two-phase flow stability data over the void fraction range from liquid to gas 

flows. The resulting stability maps represent a significant improvement over 

existing maps for predicting fluidelastic instability of tube bundles in two-phase 

flows. This result also tends to confirm the hypothesis that the basic mechanism 

of fluidelastic instability is the same for single and two-phase flows. 

Recommendations: 

Based on some of the difficulties and questions that arose during this research, 

there are clearly a number of areas that warrant further research. Among those are: 

1. Void fraction distribution: The RAD void fraction used in the present research 

is considered snperior to the traditional HElVI model l)('cause it accounts for 

the differenc(' in velocity between the phases. However, this measurement of 

void fraction is an average value obtained immediately upstream of the bundle. 

It seems likely that the average void fraction is not the saIlle down the How 

lanes between the tubes at) it is in the tube wakes. This uneven local void 

distrihution is likely to be dependent on mass flux, average void fraction and 

tube array geometry. It would be very interesting to carry out ct detailed study 

of void fraction distribution in tube bundles and the det.ermine its potential 

effects on damping. tube response and fluidelastic instability. 
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2. Physics of damping in two-phase flows: The present research showed that two­

phafw damping increases in the bubbly flow rpginw, has wide scatter but is 

relatively independent of void fraction in the intermittent flow regime, and 

decreases rapidly in the dispersed flow regime. It seems that. interfacial area 

and flow steadiness are important factors in determining the damping, but the 

physics are not really understood. Additionally, the present normalization of 

damping includes the surface tension through the Capillary number, but more 

data is required to fully establish the validity of this scaling parameter. Further 

research is required to improve our understanding of the physics and scaling of 

damping in two-phase flows. 

3. Interfacial Velocity: The present as well as other recent research, has shown 

that interfacial velocity apparently provides the best measure of two-phase flow 

velocity for scaling fluidelastic inst8bility in tube arrays subjected to two-phase 

cross-flow. However, the rcason for this is not clear. Basic research which 

studies the detaib of local void and interfacial velocity and their effects on tube 

response and the fluiddastic instability threshold could help our understanding 

of these parameters and, perhaps, provide further confidence that interfacial 

velocity is the most appropriate characteristic velocity measure in two-phase 

flows. 
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APPENDIX A 

Theory of Random Vibrations 

The turbulence-induced vibration distinguishes itself from the other flow-induced vi­
bration phenomena in that, like dust or noise or weed is to our everyday, it is a 
necessary "evir' in the power and process industries (Au-Yang, 2001). Unlike vortex 
shedding of fluidelastic instability, which can be eliminated or minimized by design 
standards, the turbulence buffeting cannot be avoided in virtually any industrial ap­
plication, and in some eases, cannot even be reduced. 

Figure A.l represents the time history of the pressure in a fixed point within a tur­
bulent flow. It dearly produces a random force that can be dealt only by probabilistic 
methods. although using this approach we sacrifice the possibility of determine the 
time history of the response. Instead, we are satisfied by computing the root mean 
square (nns) values of the ret:lponses. in order to devise the potential for damage all 
the structure. 

The fluctuating forces induced over the tubes within the array are random func­
tiOllS of time and t:lpace. Conv('nient formulations for describing such an excitation 
field and for computing the tube response can be developed, starting with the clas­
sical random linear vibration theory (Axisa et a1., 1990). Additional simplifications 
can also be made, i. e. the velocity profile (in cross-flow) is uniform, the fluid has a 
uniform density and only the fundamental mode of the tube is considered. 
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Figure A.I. Time history of fluctuating pressure in a turbulent flow (All-Yang, 2001) 

Let F(s, t) be the random force per unit length of the tube, acting at a location s 
along the latter. If this force is a8sumed to be stationary and ergodic, the it can be 
described by its cross-correlation spectrum, formally defined as the Fourier transform: 

'lj.'F(Sl, S2, 1) = .l: RF(Sl, S2, T)e- 2mjT ciT (A.I) 

In this case, RF is the cross-correlation function between the locations 81 and S2: 

RF(Sl, 82, T) = J~~ 2~ jT F(Sl, t) . F(S2, t + T) dt 
-T 

(A.2) 

For practical applications, a dimensionless form is often preferred. The quantities 
used for the scaling eRn he defined as follows: 

1. The stpRdy cross-flow velocity 1'~) can be scaled using the pitch velocity Cv; = 

l'~p~D) 

2. The fluctuating forces can he scaled using the dynamic head (F = ~pi,~2 D) 

3. The frequency is express('d as a reduced frequency, (fr = {f) 

Substituting these scaling relations into equation A.1. we obtain the expression 
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(A.3) 

Since the tubes are subjected to an uniform flow, the fluctuations are not conveyed 
along the tubes. The cross-correlation spectrum can be rewritten as real fllnction of 
the form: 

(A A) 

It can be seen in equation AA that the space and time variables are separated. 
The quantity cP~ represents the autocorrelation spectrum of the forces per unit length, 
which can be restricted to positive frequencies. The coherence function f characterizes 
the degree of correlation of the forces along the tube, and can be approximated by 

(A.5) 

The term ,\. represents the correlation length, a quantity difficult to determine. 
and for which the experimental measurements are very scarce (Axisa et al., 1990). 
When A=1 llleallS that there is a complete axial correlatioll. 

The final form of the power spectrum per unit length of the tube can be written 
as follows: 

(
1 T2 ) 2 D (181 - 821 ) [- ] ~'F(81' 82, IT') = "2 p1- p D ,~ exp - Ac ¢Ur) (A.G) 

From this point, the tube vibration power spectrum can be determined by the 
product of the forcing spectrum SF and the square of the transfer function of the 
system. In general, 

(A.7) 

For a sillgle degree of freedom system, the trallsfer function can be estimated as 
(7): 

(A.S) 

Where m is the generalized mass of the tube per nnit length, that is, the tube 
mass plus the hydrodynamic of added mass. The mode shape 0"(8) can be assumed 
as that of a cantilevered tube, given by (Blevins, 2001): 
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(A.9) 

For the first moue, Al = 1.875 and fl,1 = 0.734. Combining equations A.6, A.7 and 
A.8, we have: 

(A.10) 

In equation A.10, J is the joint acceptance. The physical meaning of this parameter 
is related to the matching between the spatial distribution of the forcing function and 
the moue shapes of the tube. In more rigorous terms, the joint acceptance can be 
expressed as 

,) (Tr)2 t t (lsI - 521) 
J- = '2 Jo Jo 0"(SdO"(52) exp Ac ds lds'2 (A.l1) 

The joint acceptance can be also determined as (Len / L)2, where Len is the modal 
joint acceptance and L is the length of the tube (Axisa ct al., 1990). The rms 
amplitude of tube vibration (per unit length) can be derived from 5'y as follows, 

(A.12) 

If the damping is considered slllall and the forcing spectrum is broadband and 
constant over the frequency range of the tube natural frequency, then we may write: 

(
lJrm,(S))2 = (~ V'2D) (fT/ D ) ]20"2(S) [; .(f)] 

L 2P 
p \;~, 64Tr:{(mL )2(n ¢F . r n 

(A.13) 

For the particular case where the correlation length is less than 1 % of the tube 
length, Ar :S 0,01, the joint acceptance can be approximated by 

(A.14) 

The value of an depends on the tube geometry, and it is equal to 0.5 for the case 
of a cantilevered tnbe. For comparison purposes, it is common to express the forcing 
spectrum in a dimensionless form, in order to account for tubes with different lengths. 
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Remember that a shorter tube will be subjected to higher unbalanced forces than a 
larger tube, clue to tll(' change in the ratio of correlation length of the flow to the 
tube length (increases for shorter tubes). The final form of the root mean square 
amplitude is: 

(A.15) 

The values of the dimensionless spectrum as a function of the reduced frequency 
can he determined based on the results of de Langre and Villard (1998). 
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APPENDIX B 

I nstru ment Ca I i bration 

B.l Strain Gauges 

The strain gauges selected for this research and used both for the single-tube testing 
device for the electromagnets (see Chapter 4) and for the tube bundle, were general 
purpose Vishay gauges model ED-DY-062AK-350. The dimension..q of the gauges were 
4 x 1.57 mm, due to the size limitations of the cylindrical tube supports (6.35 mm in 
diameter). The ganges were designed to operate in a temperature range between -195 
and 205°C. Since they were going to be exposed to high-velocity gas-liquid freon, a 
special coating p,iI -Bond 4:3-B) had to be applied to protect them from the chemical 
attack caust'd by the fluid. 

Both the transverse and streamwise strain gauges were calibrated in air by applying 
c\, known static deflection at the tip of the tube and mea::mring the corresponding 
output signal (voltage). The bundle was mounted perfectly horizontal on a heavy vise 
and the deflections were performed by using a height gauge. Figures B.1 and B.2 show 
the calibration curves for the transverse and streamwise strain gauges respectively. 
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Figure B.1. Calibration curve for the strain gauge located in the direction transverse 
to the flow. The calibration constant was 0.685 V /mm. 
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Figure B.2. Calibration curve for the strain gauge located in the direction parallel 
to the flow. The calihration constant was 0.695 V/mm. 
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B.2 Gamma Densitometer 
The number of counts for the pure liquid and vapour phases was taken prior to 

performing every experiment. Before starting the experiment, the test section con­
tained freon vapour at ambient temperature. This was achieved by closing the valve 
downstream the condenser in the previous experiment, causing the liquid freon to 
accumulate inside the condenser, and leaving the test section full of vapour. The 
gamma densitometer readings were taken and averaged over 300 seconds to obtain 
a more accurate estimate of the gas-phase count. Then, the test section was filled 
with liquid by opening the valve below the condenser, allowing the freon to level on 
both branches of the flow loop (condenser and test section). The recording process 
was initiated again. By proceeding this way, we ensure that the gamma densitometer 
reference counts are taken at the same temperature. At the end of some experiments, 
when the loop \-vas warmer, the reading were taken again to evaluate the effect of 
temperature on the calibration of the gamma densitometer. The difference was never 
above 3%. This feature was taken into consideration by Feenstra (2000), who added a 
correction factor to the RAD void fraction to account for temperature change effects. 
The main parameters used for the calibration are summarized in Table A.1. 

Table B.1. :v1ain parameters for gamma densitometer calibration and operation. 

Parameter 
Source 
Scintillator Excitation 
Coarse Gain 
Fine Gain 
Discriminator 
Time Constant 

177 

Barium 133 
600 Volts 

160 
1.0 
3.0 

0.1 sec 



Ph.D. Thesis - J. E. Moran Md1aster - ::\1echanical Engineering 

APPENDIX C 

Uncertainty Analysis 

This appendix discusses the experimental uncertainty of the variables used in this 
research. The uncertainties associated to the aforementioned parameters are hased 
upon the following premises: 

• The power transferred by the heaters was measured with a powermeter having 
a digital display measurement resolution of 0.1 k W. The uncertainty in this 
measurement is estimated to he ±0.05 kW, which represents half of the smallest 
division in the reading. 

• The flow rate of R.-ll circulating through the test section was measured with the 
orifice plates. The ullcfTtainty in the pump motor speed is estimated to be ± 
5 rpm, which corresponds to a flow rate llncertftinty of ahont ±0.5 L/min. The 
nncertainty of the orifice-plate reading on the U-tuhe manometer is estimated 
to be ± 0.1" Hg, which is roughly the lowest resolution of the height difference 
of the mercury column that is discernable by eye. The E-type thermocouples 
have a measurement resolution of 0.01 mY, which corresponds to a temperature 
re:::;olution of 0.16°C. A reasonable measurement uncertainty of this reading is 
half of the resolution which is ±0.005 mY or 0.08°C. 

• The uncertainty in the thermodynamic quality wa,'" developed by combining the 
estimated uncertainties in three primary measurements discussed above: heater 
power (± 0.05 kW), flow rate (± 0.3 L/min) and thermocouple temperature 
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Figure C.1. Uncertainty in flow qua1ity for R-ll data (Feenstra, 2000). 

measuremellts (± 0.08°C). The curves in Figure C.1 represellt the worst case 
combillation of these three errors. Although the relative error seems excessive 
at low qualities, it must be remembered that the absolute value of the error 
is small, and of no great consequence to the accuracy of the fluidclastic data, 
which occurred at qualities at or above 0.01. 

A guideline for estimating the uncertainty in void fraction measurements by radi­
ation attenuation provided by Chan and Banerjee (1981), is based upon the error in 
the counting statistics, ea , as follows, 

(C.1) 

For the Barium 13.'3 source, the sensitivity, Sn, "vas 39%, the count rate in two 
phase flow, Net, was between the count rates of liquid (2.841 mY) and gas (5.165 
mV), and the counting period, t, was 300s. A conservative estimate of uncertainty 
using Equation C.l is about ±2%. However, during the experiments the statistical 
behaviour of the counts was periodically monitored, and the worst case showed a 
standard deviation of about 4% of the mean count, Na , over 5 samples. This leads to 
a 95% confidence interval for void fraction of about ±5% of the measurement. This 
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uncertainty is greater than that e:.,;timated by equation C.l, and is likely due to flow 
unsteadillc:-;:-; . 

The uncertainty in the measurement of damping ratio, (T, is difficult to determine 
because it depends upon several variables. For the half-power bandwidth method, it 
depends on the resolution of the frequency spectra compared with the band,vidth of 
the frequency peak and the goodness of fit of the least squares regression analysis. 
However, a practical estimate of this uncertainty was made assuming that the damp­
ing was independent of mass flux but dependent upon void fraction. A sample set 
of damping data was grouped according to void fraction over a range of mass flux 
conditions, and statistics were performed to determine the mean and standard devi­
ation of these sets of samples. The 95% confidence interval was calculated for each 
data set and it appeared reasonable that an uncertainty of ±15% be assigned to the 
measured damping ratio. This relative uncertainty also applies to the log-decrement 
damping value, 8, since 8 = 27r(. For the exponential fitting to the decay trace, the 
standard deviation of the results is shown in Chapter 4, Figure 4.9. These values are 
representative of the ma:.,;:.,; flux range studied. 
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APPENDIX D 

Locally Weighted Polynomial Regression (LOESS) 

LOESS (or LOWESS) denotes a method proposed by Cleveland (1994) that is known 
as "locally weighted polynomial regression". At each point in the data set, a low­
degree polynomial is fit to a subset of dl:tta, with explanatory variable values near 
the point whose response is being estimated. The polynomial is fit using weighted 
least squares, giving morc weight to points near the point of interest and less weight 
to points further away. The value of the regression function for the point is then 
obtained by evaluating the local polynomial using the explanatory variable values for 
that data point. The LOESS fit is complete after regression function values have 
been computed for each of the n data points. Many of the details of this method, 
such as the degree of the polynomial model and the weights, are flexihlE'. The fCmge 
of choices for each part of the method and typical defaults are briefly discussed next 
(NIST /SEMATECH, 2007). 

The subsets of data used for each weighted least squares fit in LOESS are deter­
mined by a llearest neighbours algorithm. A user-specified input to the procedure 
called the "bandwidth" or "smoothing parameter" determines how much of the data 
is used to fit each local polynomial. The smoothing parameter (q), is a number be­
tween (d + l)/n and 1, \vith d denoting the degree of the local polynomial. The 
value of q is the proportion of data used in each fit. The subset of data used in 
each weighted least squares fit is comprised of the nq (rounded to the next largest 
integer) points whose explanatory variables values are closest to the point at which 
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the response is being eHtimated. The reaHon why q is called the smoothing parameter 
is because it controls the flexibility of the LOESS regression function. Large values of 
q produce the smoothest functions that "wiggle" the least in response to fluctuations 
in the data. The smaller q is, the closer the regression function will conform to the 
data. The values of the smoothing parameter typically lie in the range 0.2.5 to 0.5 for 
most applications. 

The local polynomials fit to each subset of the data are almost always of first 
or second degree; that is, either locally linear (in the straight line sense) or locally 
quadratic. Using a zero degree polynomial turns LOESS into a weighted moving av­
erage. Higher-degree polynomials would also work, but the results would not reflect 
the "spirit" of LOESS. LOESS is based on the ideas that any function can be well 
approximated in a small neighborhood by a low-order polynomial and that simple 
models can he fit to data easily. High-degree polynomials would tend to over-fit the 
data in each subset and are numerically unstable, making accurate computations dif­
ficult. Figure D.l demonstrates a basic example of the application of LOESS to a 
given Het of data, for a value of ,r equal to 8. 

The first step is to calculate the nq parameter. This factor is equivalent to the 
number of points around the point of interest that will be used to perform the fitting. 
For the present example, q will be taken as 0.5, and the totaillumber of data points is 
20. A vertical strip, depicted by the dashed vertical lines in the upper left pand, is de­
fined by centering the strip on :1' and putting one boundary at the 10th closest ,r t to x. 

Then, neighbourhood weights W t are assigned to the points within the hand, using 
the weight function shown in the upper right panel. The function has a maximum 
at .r = 8 and decreases as we move from this value in either direction, becoming zero 
at the boundaries of the strip. The points closer to .r receive the largest weight, and 
points further away receive less. 

The next step is .to fit a line to the data using least-squares v'lith weight W z (.1:) at 
(x t : .Iii)· The fit is shown in the lower left panel. The weight wlc) determines the 
influence that each (.1:1' Yz) has on the fitting of the line. The influence decreases as 
'Ci increases in distance from ;r, and finally becomes zero. The initial LOESS fit 8t 
.1: = 8 is the value of the line at .C = 8, represented by the filled circle. This value it> 
shown a.s the result of the fitting ill the lower right panel. The procedure is repeatC'd 
for every val ne of x. 
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Figure 0.1. Series of plots showillg the LOESS fitting procedure Cleveland (1094). 
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APPENDIX E 

Experi menta I Resu Its 

This Appendix presents the experimental results from the two series of experiments 
performed dnring this research. In test Series A, the tube bundle had one flexible 
tube surrounded by a fixed array. The purpose of this configuration was to obtain 
more reliable damping results, which can be affected by the hydrodynamic coupling 
between the tubes. In test Series B, all the tubes were flexible, allowing for the deter­
mination of the critical velocity and critical void fraction at the fluidelastk stability 
threshold. 

The appendix is divided into three sections. First, the experimental elata is tab­
nlnted for each experiment, indicating the mass flux utilized, RAD void fraction, 
natural frequency of the monitored tube, nns amplitude of vibration alld total damp­
ing ratio where applicable. The second section illcludes representative raw frequency 
spectra obtained for three experimellts in Series A. Finally, decay traces for differ­
ent void fractiolls of t\vo represelltative experiments are presented and its important 
features explained. 

E.l Frequency Spectra 
As melltioned above, the behaviour of the natural frequency of the monitored tube 

ill experiments TP-04, TP-02 alld TP-ll (100, 250 and 500 kg/m2s respectively) IS 
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representative of the observations performed for all the mass fluxes studied. Only 
spectra from test Series A are shown in this section becau::;e these were subsequently 
used for determining the damping ratio, ba::;ed on the half-power bandwidth method. 
It is important to note that for each experimental trial the true rrn::; vibration ampli­
tude::; (shown for the larger peaks) were determined by integrating the amplitude peak 
over the frequency range of interest (40 to 60 Hz in most cases, see Feenstra, 2000). 
Even though the vibration amplitudes observed in the frequency spectra are not as 
large as those exhibited as a result of the electromagnetic excitation, the damping 
values obtained from both methods are still comparable. The validity of the assump­
tion of linear-viscous damping up to amplitudes exceeding 5% of the tube diameter, 
has been demonstrated by the exponential fitting decay traces (see Figure 3.14). 

It can be seen from Figures E.1, E.2 and E.3 that the broadening of the peak is 
strongly dependent on void fmction. The added mas::; fluctuation::; that occur as a 
consequence of den::;ity changes are more noticeable for voids below 50%, which cor­
respond to bubbly flow and the transition to intermittent flow::;. These experimental 
frequency spectra look very similar to the frequency hi::;tograms presented in Chapter 
4, in which the same eflect of void fraction on frequency shifting was observed. 

E.2 Decay Trace Responses 
Figures E,4 and E.5 show representative decay traces at various RAD void frac­

tions for a mass flux of 100 kg/m2s (Experiment TP-04). In figure E.4 (top), the 
point in time where the electromagnets are shut-off is indicated. The maximum am­
plitude of vibration is around 9% of the tube diameter. A::; mentioned in Chapter 
:3, this initial amplitude was utilized with the objective of overcoming the excitation 
due to the flow, which can be ::;ignificu.nt, especially when approaching the fiuidelastic 
stability threshold. ::Jote that the amplitude of vibration is roughly constant while 
the electromagnets are operating. 

In Figure E.4 (bottom), the amplitude seems to be varying prior to the shut-off of 
the electromagnets. This phenomenon occur::; due to the strong frequency shifting ob­
serV('d during bubbly flows. The excitation frequency set-up for the electromagnetic 
device is based on the frequency obtained from the averaged frequency spectrum. 
Since the llatural frequency of the monitored tube is constantly changing due to spa­
tial and temporal changes in local void, the amplitude observed also varies. The 
amplitude of oscillation will be maximum when the frequency of the tube matches 
the frequency of the electromagnets, and it will diminish as the difference between 
these two increases. It is important to remark that the range of the decay trace used 
for the damping calculation::; was between 1 and 3% of the tube diameter, far from 
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the transient that occurs after the electromagnets are shut-off. 

Figure E.5 shows the decay traces for void fractions of 61.8 and 74.7%. A change 
in vibration amplitude is also obseryed before shutting-off the electromagnets. For 
this trace, the maximum amplitude of vibration is larger than for the previous two 
decay traces. During the experiments, the electric current used for the rlectromagnet 
was set to 1A. After the transition from bubbly to intermittent flow regime, the same 
current produced larger maximum amplitudes, due to the combination of two effects. 
First, the fluidelastic forces start to become an important factor after a certain point 
during the experiment. Second, the increasing void fraction implies that the density 
of the flow is diminishing, reducing the resistance around the vibrating tube. Due to 
this ('ffect, the current was adjusted down for some trials in order to avoid an excessive 
vibration of the monitored tube. Since we only used the decay trace between 1 and 
3% of the tube diameter, the maximum amplitude produced by the electromagnets 
had no influence on the final retmlts. 

Figures E.6 to E.g show the decay trRces for mass fluxes of 250 kg/m2s and 500 
kg/m2s respectively. vVhile the amplitudes observed are slightly higher than for 100 
kg/m2s, the decay traces are similar in shape to those shown in Figures EA and E .. 5. 
The influence of mass flux on the shape of the decay traces does not seem to be as 
strong as that of the void fraction. 

In some cases, the decay traces are not very smooth. Notice, for example, that in 
Figure E.g (bottom) the decay trace is somewhat irregular. This is because it has 
been taken close to the stability threshold. Damping determined based on a single dE'­
cay trace like this maybe unreliable which is why the results from several ciecay traces 
are averaged to rstimate the damping ratio. \Ve Rrc confident that this methodology 
provides good estimates of the damping because the results are repeatable and agree 
well with those obtained Llsing the half-power bandwidth approach at high void frac­
tions. 

These amplitude decay traces illustrate very well the value of the decay curve fitting 
approach. Turbulence excitation and frequency shifting create significant departures 
from the ideal decay of a simple sine wave, making the use of individual points of the 
decay traces unreliable for obtaining accurate estimates of damping. Fitting an ex­
ponential decay curve essentially averages out the irregularities in the amplitude and 
frequency of the experimental decay traces, thereby providing an improved estimate 
of the damping. 

186 



Ph.D. Thesis - J. E. l'vIor'an Md1aster - ~1echanical Engineering 

Damping Data 
Series A: Fully Flexible Array 

Frequency Exponential Fitting Half-Power 
EXP. Trial No. Gp (kg/m's) RADVoid (Hz) Damping Ratio (%) Damping Ratio (%) 
TP04 1 104 0.045 40.75 0.54 1.300 
TP04 2 104 0268 45.00 1.48 2.270 
TP04 3 104 0.493 48.00 1.21 1.540 
TP04 4 104 0.618 48.50 0.65 1010 
TP04 5 104 0.693 48.50 0.67 0870 
TP04 6 104 0.693 48.50 0.60 0.770 
TP04 7 104 0.712 48.75 0.61 0760 
TP04 8 104 0747 48.75 0.52 0.580 
TP04 9 104 0.763 48.75 0.42 0.630 
TP04 10 104 0.776 48.75 0.40 0.510 
TP04 11 104 0.789 4875 0.28 0.540 
TP04 12 104 0.796 48.75 0.12 0.470 
TP04 13 104 0.808 48.75 0.11 1220 

TP03 153 0.082 42.50 088 1.150 
TP03 2 153 0231 44.75 1 21 2.260 
TP03 3 153 0.418 47.50 1.26 2.170 
TP03 4 153 0.471 47.75 1.56 183 
TP03 5 153 0.528 4750 1.16 176 
TP03 6 153 0.570 4800 1.18 158 
TP03 7 153 0.623 4825 1.14 1 01 
TP03 8 153 0.654 48.50 0.75 0.82 
TP03 9 153 0683 48.50 077 0.87 
TP03 10 153 0.711 48.75 0.62 0.81 
TP03 11 153 0752 4875 0.56 0.6 
TP03 12 153 0.776 48.75 0.47 055 
TP03 13 153 0780 48.75 0.40 053 
TP03 14 153 0813 48.75 0.22 0.44 
TP03 15 153 0833 48.75 0.14 0.34 

TP09 203 0.138 42.75 1.72 1.904 
TP09 2 203 0.268 45.00 1.53 2.164 
TP09 3 203 0375 45.50 1.71 2192 
TP09 4 203 0.472 46.50 1.23 1745 
TP09 5 203 0.521 4675 1.55 1.563 
TP09 6 203 0569 47.00 1.29 1.404 
TP09 7 203 0618 47.25 1.29 1.128 
TP09 8 203 0.642 47.25 108 1.027 
TP09 9 203 0656 47.25 0.97 0915 
TP09 10 203 0.685 47.25 0.91 0842 
TP09 11 203 0.701 47.25 0.94 0863 
TP09 12 203 0.720 47.50 076 0.843 
TP09 13 203 0735 47.50 0.74 0.714 
TP09 14 203 0753 4750 052 0.678 
TP09 15 203 0763 47.50 0.56 0.558 
TP09 16 203 0775 47.50 0.47 0526 
TP09 17 203 0792 47.50 0.45 0.486 

TP02 1 256 0.161 4300 1.54 204 
TP02 2 256 0.265 45.25 1.74 2.56 
TP02 3 256 0.340 46.50 192 2.43 
TP02 4 256 0.404 47.00 208 2.24 
TP02 5 256 0.456 47.25 1.78 2.08 
TP02 6 256 0.506 4750 1.75 187 
TP02 7 256 0524 4750 1.55 175 
TP02 8 256 0548 47.75 1.50 1.8 
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Damping Data 
Series A: Fully Flexible Array 

Frequency Exponential Fitting Half-Power 
EXP. Trial No. Gp (kg/m's) RADVoid (Hz) Damping Ratio ('Yo) Damping Ratio ('Yo) 
TP02 9 256 0.597 47.75 1.46 1.41 
TP02 10 256 0624 48.00 1.46 1.25 
TP02 11 256 0.645 48.25 1.16 1 19 
TP02 12 256 0.677 48.50 0.91 1 
TP02 13 256 0.683 48.50 0.77 0.87 
TP02 14 256 0711 48.75 0.73 0.94 
TP02 15 256 0.736 48.75 0.67 075 
TP02 16 256 0.753 48.75 0.61 0.69 
TP02 17 256 0769 48.75 0.44 0.62 
TP02 18 256 0798 48.75 040 051 

TP05 1 300 0.034 41.25 0.35 0.5 
TP05 2 300 0031 41.25 0.50 05 
TP05 3 300 0112 41.50 128 1693 
TP05 4 300 0242 4500 1.87 2.911 
TP05 5 300 0343 45.50 1.35 2.49 
TP05 6 300 0.425 46.50 1.57 1.992 
TP05 7 300 0479 47.00 132 1583 
TP05 8 300 0527 47.00 1.55 1.517 
TP05 9 300 0.562 47.25 1.29 1.416 
TP05 10 300 0.577 47.25 1 12 1358 
TP05 11 300 0598 47.50 0.95 099 
TP05 12 300 0.624 47.50 0.88 1.214 
TP05 13 300 0.648 47.50 101 095 
TP05 14 300 0659 47.50 0.69 1.044 
TP05 15 300 0.687 4775 0.94 1.006 
TP05 16 300 0.704 4775 0.76 0769 
TP05 17 290 0.723 47.75 0.63 0.659 

TP12 1 356 0.206 42.00 2.06 2.167 
TP12 2 356 0.326 44.75 202 2418 
TP12 3 356 0387 4500 1.93 2.392 
TP12 4 356 0434 45.50 1.72 2.1 
TP12 5 356 0.471 46.00 1.56 1989 
TP12 6 356 0.507 46.25 1.56 1.672 
TP12 7 356 0.546 46.50 1.17 1.325 
TP12 8 356 0.575 46.50 0.88 1.243 
TP12 9 356 0601 47.00 088 1054 
TP12 10 356 0621 47.00 0.99 1.003 
TP12 11 356 0636 4700 0.54 0.84 
TP12 12 356 0.652 4700 0.59 0.876 
TP12 13 356 0.672 47.25 0.47 0.759 
TP12 14 356 0.691 47.25 0.66 0.724 
TP12 15 356 0.713 4725 0.42 0.54 
TP12 16 356 0.732 47.25 0.40 0429 
TP12 17 356 0747 47.50 0.20 0285 

TP06 1 400 0.011 4125 0.50 0698 
TP06 2 400 0048 4150 069 0952 
TP06 3 400 0192 4350 1.52 2303 
TP06 4 400 0.265 45.25 1.69 2.668 
TP06 5 400 0.344 4575 188 2093 
TP06 6 400 0.397 46.50 1.28 2197 
TP06 7 400 0449 46.75 1.62 2.103 
TP06 8 400 0.486 47.00 162 1.669 
TP06 9 400 0530 4700 1.49 1624 

188 



Ph.D. Thesis - J. E. Moran Md·1aster - ::Ylechanical Engineering 

Damping Data 
Series A: Fully Flexible Array 

Frequency Exponential Fitting Half-Power 
EXP. Trial No. Gp (kg/m's) RADVoid (Hz) Damping Ratio (%) Damping Ratio (%) 
TP06 10 400 0.550 47.25 1.24 1.242 
TP06 11 400 0.579 47.25 1.20 1.253 
TP06 12 400 0.592 47.50 1.24 1.103 
TP06 13 400 0.623 47.50 106 1048 
TP06 14 400 0629 4750 068 098 
TP06 15 400 0.642 47.75 086 0977 
TP06 16 400 0.657 48.00 0.69 0.797 
TP06 17 400 0.662 48.00 0.83 0.759 
TP06 18 400 0.669 47.75 0.55 0.713 

TP07 1 450 0052 40.75 065 0.362 
TP07 2 450 0031 40.75 0.65 0332 
TP07 3 450 0.200 43.75 1.76 2.577 
TP07 4 450 0.240 44.25 1.45 2.996 
TP07 5 450 0279 4475 1.45 2634 
TP07 6 450 0331 45.50 1.37 26 
TP07 7 450 0382 46.00 142 2318 
TP07 8 450 0428 46.50 146 221 
TP07 9 450 0.455 47.00 148 214 
TP07 10 450 0501 46.75 1.25 1.704 
TP07 11 450 0.523 47.25 1.36 1.711 
TP07 12 450 0.544 47.25 1.25 1.127 
TP07 13 450 0.560 47.25 1.27 1146 
TP07 14 450 0.580 47.25 124 1082 
TP07 15 450 0589 47.50 0.84 1.339 
TP07 16 450 0.603 47.50 0.81 116 
TP07 17 450 0611 47.75 0.64 0.952 
TP07 18 450 0622 47.75 0.66 0.951 
TP07 19 450 0.638 47.75 068 0.766 
TP07 20 450 0638 47.75 047 0.816 

TP11 1 498 0.235 44.00 1.69 2.698 
TP11 2 498 0.294 4500 1.79 2.737 
TP11 3 498 0.345 45.50 1.91 2.692 
TP11 4 498 0395 4650 2.03 2.403 
TP11 5 498 0438 4650 196 1.974 
TP11 6 498 0.476 4675 136 1.585 
TP11 7 498 0.514 4675 1.17 1.683 
TP11 8 498 0.539 47.25 1.18 1.377 
TP11 9 498 0.560 47.50 1.24 1.349 
TP11 10 498 0.577 4750 0.86 1376 
TP11 11 498 0.593 4750 089 1094 
TP11 12 498 0613 47.50 0.72 0901 
TP11 13 498 0625 47.75 0.67 0869 
TP11 14 498 0.641 47.75 0.77 0.717 
TP11 15 498 0.652 4800 0.37 0.587 
TP11 16 498 0661 4800 049 0.626 
TP11 17 498 0672 4800 0.12 0493 
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Fluidelastic Data 
Series B: Fully Flexible Array 

HEM Pitch Interfacial Frequency Two-Phase p RMS Trans. 

EXP. Trial No. Gp (kg/m2s) RAO Void Velocity (m/s) Velocity (m/s) (Hz) (kg/m 3
) Amplitude (%0) 

TP-23 1 77 0.506 0.979 1055 47.25 707.82 0.34% 
TP-23 2 77 0.617 1.602 1535 47.75 549.43 0.35% 
TP-23 3 77 0.711 2.328 2.094 47.75 418.31 036% 
TP-23 4 77 0753 2.888 2.525 4800 358.63 040% 
TP-23 5 77 0.785 3.373 2.898 4800 31409 0.45% 
TP-23 6 77 0.820 3807 3.233 48.00 26483 0.52% 
TP-23 7 77 0834 3999 3.380 47.75 244.95 077% 
TP-23 8 77 0.865 4.385 3.678 47.75 201.52 155% 
TP-23 9 77 0.900 4.793 3.992 4825 152.98 3.94% 

TP-14 1 105 0.502 0936 1.022 46.75 718.10 0.39% 
TP-14 2 105 0.621 1.487 1.447 47.50 548.61 037% 
TP-14 3 105 0.635 1.809 1694 4750 52838 0.40% 
TP-14 4 105 0.656 2.061 1889 4775 49985 0.40% 
TP-14 5 105 0.709 2.317 2.085 47.75 424.01 0.40% 
TP-14 6 105 0.723 2715 2.392 47.75 403.50 043% 
TP-14 7 105 0.735 2.979 2595 47.75 386.84 0.46% 
TP-14 8 105 0.759 3.186 2.754 47.75 352.74 0.48% 
TP-14 9 105 0.769 3403 2.921 48.00 33848 048% 
TP-14 10 105 0.782 3.665 3.123 48.00 320.24 053% 
TP-14 11 105 0788 3.827 3248 4800 311.90 0.54% 
TP-14 12 105 0.797 4078 3442 4800 29814 0.55% 
TP-14 13 105 0.806 4.332 3637 48.00 285.25 0.64% 
TP-14 14 105 0815 4.442 3.721 47.75 272.56 0.71% 
TP-14 15 105 0.824 4642 3.875 47.75 260.32 0.97% 
TP-14 16 105 0.837 4889 4.066 4775 24172 2.31% 

TP-17 1 155 0324 0582 0.750 45.25 970.76 0.41% 
TP-17 2 155 0496 1109 1.156 46.75 727.14 040% 
TP-17 3 155 0.570 1.506 1.461 4725 620.86 0.41% 
TP-17 4 155 0.617 1.912 1.774 47.50 554.68 0.43% 
TP-17 5 155 0659 2.280 2.057 47.50 494.41 042% 
TP-17 6 155 0695 2.617 2.317 47.75 443.36 045% 
TP-17 7 155 0.701 2.914 2.545 4775 43411 0.46% 
TP-17 8 155 0.718 3267 2.817 47.75 41020 0.49% 
TP-17 9 155 0726 3.416 2.932 47.75 399.28 0.53% 
TP-17 10 155 0736 3.535 3.023 47.75 384.64 0.54% 
TP-17 11 155 0.746 3.779 3.211 47.75 37135 0.59% 
TP-17 12 155 0.758 4.094 3454 47.75 35289 0.61% 
TP-17 13 155 0.780 4.418 3.703 47.75 32230 072% 
TP-17 14 155 0794 4782 3.984 47.75 303.32 1.57% 
TP-17 15 155 0.800 5020 4.167 47.75 294.00 749% 

TP-18 203 0373 0.759 0886 46.75 90474 044% 
TP-18 2 203 0.468 1138 1.178 46.75 767.58 044% 
TP-18 3 203 0.539 1.479 1.440 47.25 667.52 043% 
TP-18 4 203 0.572 1780 1672 4725 62020 0.46% 
TP-18 5 203 0.626 2307 2.078 47.75 54321 0.49% 
TP-18 6 203 0660 2931 2.559 47.75 493.84 0.56% 
TP-18 7 203 0.699 3.396 2.916 48.00 438.22 064% 
TP-18 8 203 0.710 3.769 3203 47.75 423.38 080% 
TP-18 9 203 0.722 4.077 3441 47.75 40619 1.29% 
TP-18 10 203 0747 4.570 3.820 4775 36950 6.97% 

TP-15 1 255 0.423 1.016 1084 48.00 83090 046% 
TP-15 2 255 0.487 1 411 1.388 47.50 74036 0.47% 
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Fluidelastic Data 
Series B: Fully Flexible Array 

HEM Pitch Interfacial Frequency Two-Phase p RMS Trans. 

EXP. Trial No. Gp (kg/m2s) RAO Void Velocity (m/s) Velocity (m/s) (Hz) (kg/m3
) Amplitude (%0) 

TP-15 3 255 0.543 1.805 1.692 47.75 65971 0.50% 
TP-15 4 255 0.589 2.272 2.051 47.50 59405 0.52% 
TP-15 5 255 0.613 2.574 2.284 47.75 560.55 062% 
TP-15 6 255 0.631 2871 2512 48.00 534.65 0.75% 
TP-15 7 255 0.640 3.035 2.639 47.75 52154 1.07% 
TP-15 8 255 0657 3364 2.892 47.75 49761 1.66% 
TP-15 9 255 0670 3.661 3.120 47.75 47865 2.26% 
TP-15 10 255 0.687 3996 3.378 47.75 455.43 3.63% 

TP-19 1 298 0273 0672 0.819 44.00 1047.97 0.47% 
TP-19 2 298 0.456 1.316 1.315 46.75 784.25 0.49% 
TP-19 3 298 0.525 1.694 1.606 47.25 685.05 0.51% 
TP-19 4 298 0.581 2.270 2049 47.50 606.40 0.61% 
TP-19 5 298 0.608 2634 2330 48.00 567.61 089% 
TP-19 6 298 0.618 2.835 2.485 48.00 553.12 1.35% 
TP-19 7 298 0633 3132 2.713 47.50 53155 1.79% 
TP-19 8 298 0.650 3.428 2.941 48.00 507.84 2.19% 
TP-19 9 298 0.673 3947 3.340 48.25 474.59 5.00% 

TP-20 356 0.217 0552 0.726 4350 1124.45 0.46% 
TP-20 2 356 0377 1.075 1129 46.25 89629 0.53% 
TP-20 3 356 0457 1.445 1.414 46.75 783.42 0.55% 
TP-20 4 356 0.505 1.781 1.673 47.75 713.98 0.60% 
TP-20 5 356 0.530 1922 1.781 47.75 678.49 061% 
TP-20 6 356 0552 2.269 2.048 47.75 647.79 0.71% 
TP-20 7 356 0586 2.672 2.359 48.25 598.32 0.97% 
TP-20 8 356 0.618 3.243 2799 47.75 552.40 1.67% 
TP-20 9 356 0.641 3604 3.077 47.75 519.83 245% 
TP-20 10 356 0.655 3.906 3.309 48.50 500.71 702% 

TP-21 1 400 0294 0.826 0938 44.25 101857 0.52% 
TP-21 2 400 0.405 1.297 1300 46.50 859.10 0.57% 
TP-21 3 400 0.453 1.598 1.532 4650 790.36 060% 
TP-21 4 400 0504 1964 1.814 47.00 717.21 066% 
TP-21 5 400 0534 2286 2.061 47.50 674.44 0.77% 
TP-21 6 400 0563 2.682 2366 47.50 632.96 1.02% 
TP-21 7 400 0.594 3.094 2.684 48.25 588.36 1.30% 
TP-21 8 400 0.615 3.526 3.017 4800 558.46 1.98% 
TP-21 9 400 0.630 3782 3.213 4800 53642 4.75% 
TP-21 10 400 0653 4.058 3.426 4825 50323 8.00% 

TP-22 1 455 0.252 0.783 0904 44.50 1073.17 0.57% 
TP-22 2 455 0.363 1343 1.336 4525 915.11 0.59% 
TP-22 3 455 0.439 1.694 1.606 4700 80599 0.65% 
TP-22 4 455 0487 2.031 1865 47.75 738.35 0.70% 
TP-22 5 455 0501 2.347 2108 48.00 719.11 0.79% 
TP-22 6 455 0.526 2.701 2381 48.00 682.31 0.95% 
TP-22 7 455 0.555 3112 2698 47.50 640.74 115% 
TP-22 8 455 0575 3.365 2.892 48.00 61343 1.62% 
TP-22 9 455 0.591 3694 3.146 4825 58996 4.18% 
TP-22 10 455 0.615 4100 3.458 48.50 555.81 9.32% 

TP-16 1 500 0.212 0504 0689 45.50 1127.82 048% 
TP-16 2 500 0336 1.008 1.078 4650 953.12 0.55% 
TP-16 3 500 0414 1393 1374 47.50 841.67 0.58% 
TP-16 4 500 0460 1.696 1607 47.50 77595 0.65% 
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Fluidelastic Data 
Series B: Fully Flexible Array 

EXP. 
TP-16 
TP-16 
TP-16 
TP-16 
TP-16 
TP-16 
TP-16 

Trial No. Gp (kg/m2s) RAO Void 
5 500 0.514 
6 500 0.543 
7 500 0.563 
8 500 0.579 
9 500 0.596 
10 500 0.609 
11 500 0.622 

0.16 

MC:\1astcr - ~1echanical Engineering 

HEM Pitch Interfacial Frequency Two-Phase p RMS Trans. 

Velocity (m/s) Velocity (m/s) (Hz) (kg/m 3
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Figure E.4. Decay trace response of the monitored tube at 100 kg/m2s for RAD void 
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Figure E.S. Decay trace response of the monitored tube at 100 kg/m2s for RAD void 
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Figure E.6. Decay trace response of the monitored tube at 250 kg/m2s for RAD void 
fractions of 40.4 and 59.7% 
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Figure E.7. Decay trace response of the monitored tube at 250 kg/m2s for RAD voiel 
fractions of 67.7 and 76.9% 
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Figure E.8. Decay trace response of the monitored tube at 500 kg/m2s for RAD void 
fractions of 29.4 and 47.6% 
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Figure E.g. Decay trace response of the monitored tube at 500 kgjm2s for RAD void 
fractions of 57.8 and 62.5% 
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