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Numerical modeling and experimental investigation of gas-liquid 

slug formation in a microchannel T-junction 

Rafael M. Santos*, Masahiro Kawaji 

Department of Chemical Engineering and Applied Chemistry, University of Toronto, 200 College Street, 

Toronto, Ontario, M5S 3E5, Canada 

 

Abstract 

Gas-liquid two-phase flow in a microfluidic T-junction with nearly square microchannels of 113 μm 

hydraulic diameter was investigated experimentally and numerically. Air and water superficial velocities were 

0.018–0.791 m/s and 0.042–0.757 m/s, respectively. Three-dimensional modeling was performed with 

computational fluid dynamics (CFD) software FLUENT and the volume-of-fluid (VOF) model. Slug flow 

(snapping/breaking/jetting) and stratified flow were observed experimentally. Numerically predicted void 

fraction followed a linear relationship with the homogeneous void fraction, while experimental values 

depended on the superficial velocity ratio UG/UL. Higher experimental velocity slip caused by gas inlet 

pressure build-up and oscillation caused deviation from numerical predictions. Velocity slip was found to 

depend on the cross-sectional area coverage of the gas slug, the formation of a liquid film and the presence of 

liquid at the channel corners. Numerical modeling was found to require improvement to treat the contact 

http://dx.doi.org/10.1016/j.ijmultiphaseflow.2009.11.009
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angle and contact line slip, and could benefit from the use of a dynamic boundary condition to simulate the 

compressible gas phase inlet reservoir. 

 

Keywords: Microchannel, Taylor Slug Flow, Computational Fluid Dynamics, Volume of Fluid 
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1. Introduction 

Multiphase flow in microchannels has gained much interest in recent years given the numerous 

emerging applications of microfluidics that promise to provide technological innovations not realizable with 

conventional channels. Gas-liquid two-phase flows in microchannels often exhibit different flow behaviour 

than macro-sized conduits, which allows for the precise control of the trajectory of fluidic particles. 

Significant developments in the area of micro-scale fabrication have allowed researchers to construct 

increasingly more intricate devices. 

Lab-on-a-chip devices have been constructed for use in the biomedical field to perform DNA 

analysis, enzymatic analysis, proteomics, immunoassaying and point-of-care clinical pathology (Freire and 

Wheeler, 2006). Microchannels have also been used to study the flow characteristics of microgel capsules and 

optimize their use for drug delivery in live tissues (Fiddes et al., 2007). Cabral and Hudson (2006) developed 

a microfluidic multicomponent interfacial tensiometer capable of handling a high-throughput of complex 

fluids. 

The successful design of microfluidic devices relies on the need to fully understand the flow 

dynamics and physics, obtained mainly by experimental means and in a more limited form from numerical 

modeling. However, large discrepancies still exist in the published data, largely as a result of difficulty and 

inconsistencies in experimental setup and measurement. The accuracy and reliability of present correlations 

and models could be extensively improved if the intricacies of the flow fields were known in more detail, 

which has recently become possible with the advances in the field of multiphase computational fluid 

dynamics (CFD). 
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The main objective of the present study is to perform systematic modeling and experimentation of 

gas-liquid two-phase flow in a microfluidic T-junction channel geometry, and compare their results in order 

to obtain comprehensive understanding of the flow characteristics at the micro-scale. Moreover, this study 

also provides the opportunity to put to the test the present state of multiphase CFD modeling and provide 

insight into its suitability for simulating microfluidic multiphase flow, the accuracy of its predictions, and the 

limitations that still need to be addressed. 

2. Background 

The different flow behaviour in microchannels is often attributed to the increased importance and 

effect of surface tension forces at micro-scales, while gravitational forces become negligible, and inertial, 

shearing and drag forces have a limited effect (Brauner and Moalem-Maron 1992, Akbar et al. 2003, 

Garstecki et al. 2006). The wetting properties of the fluids relative to the channel walls, more specifically the 

contact angle, have also been shown to affect the two-phase flow patterns in microchannels (Rosengarten et al. 

2006) 

 Flow patterns that have been identified in microfluidic gas-liquid two-phase flow include bubbly, 

slug, ring, churn and annular flow (Kawahara et al. 2002). In some cases a thin film of liquid has been 

observed between the bubble and the channel wall (Irandoust et al. 1989, Rosengarten et al. 2006, Fukagata et 

al. 2006, Taha and Cui 2006). Over a specific range of operating conditions and using an appropriate 

combination of channel geometry and inlet conditions, it is possible to restrict the two-phase flow pattern in 

microchannels to the regime called Taylor slug flow, where the gas phase takes the form of elongated bubbles 

of characteristic capsular or bullet shapes, which occupy the entire cross-sectional area of the channel and are 

separated from each other by liquid plugs. 

Compared to single phase laminar flow, Taylor slugs have been shown to increase transverse mass 

and heat transfer because of recirculation within the liquid plugs and the reduction of axial mixing between 

liquid plugs (Irandoust et al. 1989). Literature results indicate that the mass transfer, pressure drop and 

resident time distribution are dependent on the slug length and liquid film thickness; however these two 

quantities cannot be determined a priori, making the operation of microfluidic devices highly dependent on 

empirical correlations and modeling results (Qian and Lawal 2006). 
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Several techniques have been developed to produce gas slugs using different microchannel 

geometries. Gañán-Calvo and Gordillo (2001), Cubaud and Ho (2004) and Cubaud et al. (2005) described a 

method using capillary hydrodynamic flow focusing, Yasuno et al. (2004) proposed a microchannel 

emulsification method, Kawahara et al. (2002), Serizawa et al. (2002) and Xiong and Chung. (2007) used 

millimeter-sized orifice mixers to produce a pre-mixed two-phase flow that later entered a microchannel 

capillary, Xu et al. (2006) used a cross-flowing shear-rupturing method, and Xiong et al. (2007) used co-

flowing channels. The T-junction gas slug break-up method, whereby channels of equal hydraulic diameter 

carry the gas and liquid phases that meet in a perpendicular junction, has become widely popular in recent 

studies (Thorsen et al. 2001, Okushima et al. 2004, Günther et al. 2004, Garstecki et al. 2006, Ide et al. 

2007b).  

While experimental work on gas-liquid two-phase flow in microchannels is abundant, that is not the 

case for numerical modeling of the same process. In recent years the first numerical results have been 

published on slug formation and flow in microfluidic geometries. Some notable studies are those of Tatineni 

and Zhong (2005), Taha and Cui (2006), Xiong et al. (2007), Qian and Lawal (2006), Fukagata et al. (2007) 

and Akbar and Ghiaasiaan (2006). The first three performed three-dimensional modeling of slug formation 

using flow focusing, slug movement within capillaries, and co-flowing channels respectively, while the next 

two works used a two-dimensional model to simulate the slug formation in a microchannel T-junction. 

In the present study Taylor slugs were experimentally produced in a microfluidic chip with a T-

junction microchannel geometry. Numerical modeling, using the commercial computational fluid dynamics 

software FLUENT was performed of the same channel geometry using flow parameters identical to the 

experimental values. Modeling was entirely done in three-dimensional fashion, in order to fully capture the 

interfacial tension forces that are dominant in the slug break-up process. Numerical and experimental data 

were compared to published results in order to gain insight into the slug formation mechanisms and bring 

consensus into the field. 

 

3. Experimental Setup and Procedure 
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 The microfluidic chip consisted of a main microchannel of overall length of 60 mm and a side 

stream making up the tee having a length of 30 mm and located at the center of the main channel. The 

microchannels had rectangular cross-sections, and the respective widths of the inlet, side and outlet channels 

were: 111, 118 and 108 μm. The depth of each channel was 119 μm. The static contact angle of the 

microchannel interior was measured using the method described by Hoffman (1975) for a meniscus inside a 

capillary tube. Ten measurements were made, yielding an average value of 36.4o, with an uncertainty of ±3.8o. 

The fluid delivery method of the experimental apparatus consisted of two independent syringe 

pumps (Cole Palmer; RK-74900-00; specified accuracy ±0.5%) driving the plungers of gas-tight syringes 

(Hamilton Company; 1, 2.5, 5, 10 ml) containing the chosen immiscible phases: deionised water (the liquid 

continuous phase, introduced via the main channel inlet) and air (the gas dispersed phase, introduced via the 

side channel inlet). The syringes were connected to the microchannels by Teflon tubing (Hamilton Company; 

gauge 13). The two-phase flow formation at the T-junction was imaged via a CCD camera (Pulnix; TM-1040) 

at 30 fps and 1/16,000 shutter speed with a 5x magnification lens (Mitutoyo; M Plan APO 5) and with 

background lighting (Schott-Fostec; DCR III Plus). The experimental setup is illustrated in Figure 1. 

For each experimental run a consistent start-up procedure was used in order to ensure reliable and 

accurate data collection and to ensure that only the modified flow variables affected the outcome of each run. 

The steady slug formation stage of the experimental run typically lasted 5 minutes and sets of 30 images were 

collected at 20-second intervals. 

 

4. Numerical Methods 

FLUENT 6.2 CFD software was used to model slug formation in the microfluidic T-junction. The 

Volume of Fluid (VOF) model in three-dimensional form was used, which enables capturing and tracking the 

precise location of the interface between the fluids. The VOF method operates under the principle that the two 

or more fluids are not interpenetrating. For each qth fluid phase in the system a new variable is introduced 

called the volume fraction (Ωq). For each computational control volume the sum of all volume fractions must 

equal to unity. All variables and properties (such as density ρ, and dynamic viscosity μ) in any computational 
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cell are volume-averaged values, such that they are either representative of a single pure phase (when Ωq = 0 

or Ωq = 1), or are representative of a mixture of the phases (at phase interfaces when 0 > Ωq > 1). 

A single continuity equation (1) and the momentum equation (2) are solved continuously across the 

computational domain. The VOF method accomplishes interface tracking by solving an additional continuity-

like equation (3) for the volume fraction of the primary phase (gas), which yields the value of ΩG. ΩL is 

computed as 1 – ΩG. The body force term (F) in Equation (2) is responsible for taking into account the surface 

tension (σ) and contact angle (θ) effects, and it is computed in FLUENT by use of the Continuum Surface 

Force (CSF) model (Brackbill et al. 1992). This model, rather than imposing the contact angle effect as a 

boundary condition at the wall, uses the contact angle value to adjust the interface normal in cells near the 

wall. 
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A segregated axisymmetric time-dependent unsteady solver was used along with the implicit body 

force formulation. For discretization the PRESTO! (Pressure staggering options) scheme was used for 

pressure interpolation, the PISO (Pressure-implicit with splitting of operators) scheme was used for pressure-

velocity coupling, and the second-order up-wind differencing scheme was used for the momentum equation. 

Air was designated as the primary phase and water as the secondary phase. Wall adhesion was turned on so 

that the contact angle (θ = 36o) could be prescribed and a constant surface tension value (σ = 73.5 dyn/cm) 

was inputted. For the inlets, the velocity inlet boundary condition was used, while pressure outlet boundary 

condition was used for the outlet. Numerical runs were performed remotely in batch mode at the HPCVL 

(High Performance Computing Virtual Laboratory) facility located at Queen’s University. 

The computational mesh was prepared using the Gambit 2.3 software (Fluent Inc.). Quadrilateral 

elements were used with the paved meshing scheme and a mesh spacing of 5.67 μm. Preliminary numerical 
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runs were performed to ensure the flow dynamics were independent of mesh resolution. The full 

computational mesh for the microfluidic T-junction is shown in Figure 2 along with the dimensions of the 

channels. The lengths of the inlet channels were chosen according to the necessary lengths required for full 

laminar flow to develop prior to the T-junction. The outlet channel was made long enough so that in most 

numerical runs more than one gas slug would form in the field of view. 

 

5. Effect of Computational Dimensions 

A large portion of computational fluid dynamics (CFD) modeling in the literature has been 

performed with two-dimensional models, leaving only a fraction of problems being solved with full three-

dimensionality. The principal reason for this is that three-dimensional models increase the computational 

costs dramatically, resulting in the need for larger computer memories and in longer computational times. 

However, for multiphase flow problems, the third dimension in many cases cannot be disregarded. This is 

especially true when interface tracking is to be accomplished. 

In the case of formation of gas slugs in a microfluidic T-junction, gas slugs break off due to the 

narrowing of the fluid region connecting the gas slug to gas inlet region. In the break-up of a two-dimensional 

system, such as a liquid sheet, the dominant factors contributing to the narrowing process are the growth of 

instabilities, viscous and kinetic effects. In three-dimensional systems, such as liquid jets, the surface tension 

becomes a much more important factor. As necking of the jet occurs, surface tension forces exist in all radial 

directions pointing inward, thus leading to the growth of the oscillation amplitude and the eventual pinching 

of the jet and formation of a drop or bubble. In comparison, for a 2D case, the surface curvature only exists in 

one dimension, and the surface tension components on either side of the fluid point in the opposite direction, 

stabilizing the oscillation effect (Ashgriz, 2006). As a result it becomes intuitive that for the study of slug 

formation in a microchannel a fully three-dimensional model may capture the slug formation physics more 

accurately.  

To test the effect of the third dimension, numerical runs were performed using the same flow, mesh 

and solver parameters for both a 2D and 3D model. It was found that at higher shearing rates, the model 

predictions differ substantially, as shown in the resulting phase contour plots in Figure 3. In particular, while 
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in the 3D case several slugs were formed for flow condition of 0.5 m/s gas inlet velocity, in the 2D case the 

gas slug is still stretched and has not pinched off. Also, it can be noted that in the case of gas velocity of 0.2 

m/s, the gas slug in the 2D case does not acquire a spherical shape due to the lack of Laplace pressure, which 

would cause the interface to become more rigid and spherical. Due to these differences, the modeling in this 

work as performed solely in 3D. 

 

6. Flow Conditions 

A total of 30 experimental and numerical runs were performed using the same flow conditions for 

direct comparison of results. Gas superficial velocities (UG) ranged from 0.018 m/s to 0.791 m/s, and liquid 

superficial velocities (UL) ranged from 0.042 m/s to 0.757 m/s. 

Table 1 presents ranges of values for commonly reported non-dimensional parameters for gas and 

liquid flow in microfluidic channels. These include the Bond number (Bo; ratio of gravitational force to 

surface tension force), the Capillary number (Ca; ratio of viscous force to surface tension force), the Reynolds 

number (Re; ratio of inertia force to viscous force) and the Weber number (We; ratio of inertia force to 

surface tension force). Utot is the total outlet superficial velocity, equal to the sum of gas and liquid superficial 

velocities, Dh is the hydraulic channel diameter, and g is the gravitational acceleration. 

Upon inspection of the non-dimensional parameters it becomes clear that surface tension forces are 

dominant at the present microfluidic dimensions. A criterion proposed by Brauner and Moalem-Maron (1992) 

is that when Bo << (2π)2 ≈ 39.5 surface forces become dominant over gravity, and gravitational forces can be 

neglected. This is the case with the present flow rates, hence gravitational forces were neglected in the 

numerical code. Furthermore, Tice et al. (2003) indicated that droplets with diameters smaller than the 

channel dimensions form when Ca > 1. In the present case, where Ca < 0.02, it is thus expected that no 

droplets smaller than the channel cross-section form. One more relation to the Capillary number is discussed 

by Garstecki et al. (2006), who postulated that a critical Capillary number exists above which shear stresses 

begin to play an important role in the process of droplet break-up, as opposed to necking by pressure 

squeezing. The proposed critical value of Ca ~10-2 is not exceeded in most of the present runs. The values of 

the Weber number can be compared with a correlation fitted by Akbar et al. (2003) that specifies the surface 
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Figure 1: Experimental setup 

 

 
Figure 2: Computational T-junction mesh volume 
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Figure 3: Effect of third dimension on numerical simulation of slug formation 

 

 
Figure 4: Calculated inlet gas pressure as a function of superficial velocities 
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Figure 5: Experimental Flow Patterns 

 

 
Figure 6: T-junction flow pattern map 
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Figure 7: Numerical void fraction comparison 

 

 
Figure 8: Void fraction comparison 
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Figure 9: Velocity slip comparison 

 

 
Figure 10: Effect of gas pressure build-up on velocity slip and relation to flow rate ratio 
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Figure 11: Gas slug length comparison 
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Figure 12: Comparison of experimental and numerical gas slug lengths 

 

 
Figure 13: Comparison of experimental and numerical gas slug lengths as a function of flow rates 

 

 
Figure 14: Cross-sectional gas slug area comparison from numerical results 
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Figure 15: Gas slug velocity ratio versus cross-sectional gas slug area from numerical results 
 

LIST OF TABLES 
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